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Sentiment analysis presents unique challenges in hotel reviews, 
particularly in languages like Thai, renowned for nuanced expressions. 
Understanding customer opinions is pivotal, especially in domains such 
as hotel reviews, where subjective expressions prevail. This study delves 
into methodologies to refine sentiment analysis accuracy in Thai hotel 
reviews by integrating emoji classification with Convolutional Neural 
Networks (CNN), Recurrent Neural Networks (RNN), and stacking 
models. Through comparing models with and without emoji inclusion, 
we meticulously evaluate their performance metrics encompassing 
accuracy, precision, recall, and F1-score. The pinnacle achievement of 
92.4% accuracy underscores the efficacy of advanced stacking 
techniques complemented by emoji integration. Our findings underscore 
the superiority of models encompassing emojis, affirming the value of 
amalgamating textual and emoji data. Leveraging sophisticated deep 
learning techniques and stacking models, our approach adeptly captures 
the subtle nuances of sentiment expressed in Thai text, resulting in 
heightened accuracy in sentiment analysis. This research underscores 
the paramount importance of embracing diverse data sources and 
sophisticated modeling strategies to elevate sentiment analysis accuracy 
in Thai hotel reviews. 

 

  

INTRODUCTION   

Sentiment analysis, the computational study of opinions, sentiments, and emotions expressed in text 
(Manalu et al. 2020; Razali et al. 2021), has become a critical tool in various applications, ranging 
from market analysis to customer feedback evaluation (Alharbi et al. 2021; Mukherjee and 
Bhattacharyya 2012; Salur and Aydin 2020). In the hotel domain, customer reviews on platforms 
such as Agoda, TripAdvisor, and Booking.com are essential sources of tourism information for 
travelers and play a prominent role in hotel selection. The UK Mintel Report (2013) showed that 86% 
of online travelers find consumer review websites helpful when making decisions about which hotel 
to book.  

However, reviews are often in an unstructured form, containing numbers, symbols, abbreviations, 
and spelling errors (Khamphakdee and Seresangtakul 2021). In the context of the Thai language, 
sentiment analysis presents unique challenges due to its complex script and contextual nuances 
(Khamphakdee and Seresangtakul 2021; Poncelas 2020; Singkul et al. 2019). One emerging approach 
to enhance sentiment analysis accuracy is the integration of emoji classification, leveraging the 
expressive power of emojis as sentiment indicators. Emojis, widely used in digital communication, 
offer a rich source of sentiment cues that can complement textual data. They bridge gaps in 
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understanding that may arise from textual ambiguity or brevity, especially in user-generated content 
such as social media posts and online reviews. By incorporating emoji classification, it is possible to 
capture a more comprehensive sentiment profile of a given text (Dey and Dey 2023; Felbo et al. 2017; 
Neel et al. 2023; Novak et al. 2015; Shiha and Ayvaz 2017). Traditional sentiment analysis models 
often struggle to accurately interpret sentiments expressed through emojis, leading to incomplete 
sentiment detection (Singla et al., 2022). 

Recent advancements in deep learning have shown promise in handling the intricacies of natural 
language processing (NLP) (Mohammed et al., 2023; Chen et al., 2019). Techniques such as 
Convolutional Neural Networks (CNNs), Recurrent Neural Networks (RNNs), and their variants have 
demonstrated superior performance in various NLP tasks. Additionally, the strategy of model 
stacking—combining multiple learning algorithms to achieve better predictive performance—has 
been effective in improving accuracy and robustness (Zeng et al., 2018; Demirci et al., 2019; Kim and 
Jeong, 2019; Zhou et al., 2019; Mohbey, 2021; Yang et al., 2021; Xiang, 2021).  

This paper addresses this gap by proposing a deep learning and stacking model approach that 
incorporates emoji classification to enhance sentiment analysis accuracy in Thai hotel reviews. The 
main contributions of this paper are as follows: 

1. Develop a CNN-based model for emoji classification to enhance sentiment understanding. 
2. Integrate emoji classification with RNN-based text sentiment analysis. 
3. Employ a stacking model framework to combine multiple classifiers and improve overall 

sentiment classification performance. 
4. Evaluate the proposed model's effectiveness using a dataset of Thai hotel reviews. 

The rest of the paper is structured as follows. In the next section, we review related works on the 
challenges of sentiment analysis in Thai and the use of emojis. A concise outline of the proposed 
method is presented. The experimental setup, dataset description, and performance metrics are 
discussed in Sections 3 and 4. In Section 5, the investigational results with different metrics are 
presented. Finally, Section 6 concludes the paper. 

LITERATURE REVIEW 

Background and related work 

Sentiment analysis 

Sentiment analysis, a subfield of natural language processing (NLP), aims to determine the sentiment 
expressed in textual data, categorizing it as positive, negative, or neutral. Sentiment analysis, also 
known as opinion mining, has garnered significant attention in recent years due to its wide-ranging 
applications in understanding public opinion (Dehler-Holland et al. 2022), market trends (Hirata and 
Matsuda 2023), and consumer behavior (Salur and Aydin 2020). This literature review provides an 
overview of key studies, methodologies, and advancements in sentiment analysis. 

Challenges in Thai sentiment analysis 

The Thai language presents unique challenges for sentiment analysis due to its linguistic structure. 
Thai script lacks explicit word boundaries, meaning there are no spaces between words, which 
complicates the process of tokenization and syntactic parsing (Haruechaiyasak and Kongthon 2013). 
Additionally, Thai language relies heavily on context and tone, making sentiment detection more 
intricate compared to languages with clearer syntactic rules. Additionally, the extensive use of emojis 
in Thai text requires models that can effectively interpret these symbols. 

Emoji lexicon 

Emojis are Unicode graphic symbols used as shorthand to express concepts and ideas. They have 
become an integral part of digital communication (Alshenqeeti 2016), particularly in social media 
and mobile messaging. Unlike the limited number of emoticons, there are hundreds of emojis, each 
with its unique emotional content. Emojis provide a visual representation of emotions, adding a layer 
of sentiment expression that complements textual analysis. Emoji Initially, emoticons served as a 
means to convey emotions in environments limited to basic text; however, emoji have evolved as 
extensions of the character set, readily available on most digital devices (Novak et al. 2015). While 
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emoticons and their corresponding emoji are often recognized or categorized equivalently — for 
instance, :-) and 😊 — emoji typically wield a more profound impact on individuals' mood (Ganster et 
al. 2012).  

Table 1: Emoji meanings sample entry (face with tears of joy) 

Emoji Icon: Emoji Name Emoji Meaning 
😊 Grinning face A classic yellow emoji with a big smile, shows 

happiness or friendliness. 
😊 Grinning Face 

With Eyes 
A classic yellow emoji with a big smile and prominent 
eyes expressing happiness, friendliness, and 
excitement. 

😊 Smiling Face 
With Heart 
Eyes 

A face blowing a kiss with heart-shaped eyes, 
conveying love and admiration. 

😊 Crying Face A teary-eyed face, representing sadness or sorrow. 

Emoji’s in sentiment analysis 

Emojis have become an integral part of digital communication, serving as visual cues that convey 
emotions and sentiments beyond what is expressed through text alone (Novak et al. 2015). 
Incorporating emojis into sentiment analysis can enhance the accuracy of sentiment detection by 
capturing these non-verbal cues. Recent studies have demonstrated that emojis can significantly 
impact the perceived sentiment of a message and that their inclusion in sentiment analysis models 
can lead to better performance (Felbo et al. 2017; Shiha and Ayvaz 2017). 

Hu et al. (2017) delved into the nuanced impact of emojis on sentiment in textual communication. 
Their research revealed intriguing findings regarding the influence of emojis on the perceived 
sentiment of verbal statements. Specifically, they noted that the inclusion of a positive emoji resulted 
in both neutral and negative verbal statements being perceived as more positive, although it had no 
discernible effect on already positive verbal statements. Additionally, Hu et al. (2017) observed that 
the presence of a neutral emoji predominantly affected positive verbal statements, leading to a more 
negative perception of such statements compared to when presented without an emoji. Similarly, 
negative emojis exerted a dampening effect on the positivity of positive and neutral verbal 
statements, while having no impact on negative verbal statements. 

Building on this exploration, Boutet et al. (2021) uncovered that neutral texts were particularly 
susceptible to the influence of emojis; the presence of an emotionally-valent face emoji altered 
participants' perceptions of the message, subtly shifting the sentiment conveyed. 

Novak et al. (2015) developed the first emoji sentiment lexicon, called the Emoji Sentiment Ranking, 
which provides a sentiment map of the 751 most frequently used emojis. This lexicon was created by 
analyzing the sentiment of tweets containing emojis. The study involved 83 human annotators who 
labeled over 1.6 million tweets in 13 European languages based on their sentiment polarity (negative, 
neutral, or positive). The results showed that most emojis are positive, especially the most popular 
ones. The sentiment analysis of emojis revealed that tweets with emojis have a higher inter-
annotator agreement and different sentiment distribution compared to tweets without emojis. 
Consequently, the Emoji Sentiment Ranking was proposed as a language-independent resource for 
automated sentiment analysis. 

Felbo et al. (2017) introduced DeepMoji, a model that uses transfer learning to predict sentiment 
based on emojis. Their work demonstrated that emoji-based models could significantly improve the 
performance of sentiment analysis tasks. As Erle et al. (2022) substantiated the idea that emojis 
equate to facial expressions, it follows that the perceived emotional tone of affectively neutral 
messages paired with emojis should align directly with the emotional valence conveyed by the emoji. 
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Table 2: Emoji meanings sample entry with sentiment analysis (face with tears of joy) 

Emoji Icon: Emoji Name Emoji Meaning Sentiment 

😊 Grinning 
face 

A classic yellow emoji with a big smile, 
shows happiness or friendliness. 

Positive 

😊 Grinning 
Face with 
Eyes 

A classic yellow emoji with a big smile 
and prominent eyes expressing 
happiness, friendliness, and 
excitement. 

Positive 

😊 Smiling Face 
with Heart 
Eyes 

A face blowing a kiss with heart-
shaped eyes, conveying love and 
admiration. 

Positive 

😊 Crying Face A teary-eyed face, representing 
sadness or sorrow. 

Negative 

 

Deep learning approaches for sentiment analysis 

Deep learning models, particularly convolutional neural networks (CNNs) and recurrent neural 
networks (RNNs), have shown superior performance in various natural language processing tasks, 
including sentiment analysis. CNNs are effective for tasks that involve feature extraction from images, 
making them suitable for emoji classification. Kim (2014) demonstrated the effectiveness of CNNs 
for sentence classification, which laid the foundation for their application in sentiment analysis. 
RNNs, especially Long Short-Term Memory (LSTM) networks, excel in handling sequential data and 
capturing long-term dependencies, which is crucial for understanding the context in text. Hochreiter 
and Schmidhuber (1997) introduced LSTMs, which have since become a standard in NLP tasks due 
to their ability to retain information over long sequences. 

Ensemble learning techniques combine multiple models to improve prediction accuracy and 
robustness. Stacking, a type of ensemble learning, involves training multiple base models and a meta-
model that combines their predictions, leveraging the strengths of each individual model (Wolpert 
1992). This approach has been shown to enhance performance in various machine learning tasks by 
reducing the likelihood of overfitting and improving generalization (Ting and Witten 1999). In 
sentiment analysis, stacking can integrate different types of models, such as CNNs for emoji 
classification and RNNs for text analysis, to achieve better overall performance. 

Recent advancements in deep learning have significantly improved the performance of sentiment 
analysis models. The integration of emojis into sentiment analysis has gained attention as emojis 
provide additional emotional context to text. Novak et al. (2015) developed the first emoji sentiment 
lexicon, the Emoji Sentiment Ranking, which maps the sentiment of the 751 most frequently used 
emojis. This lexicon was created by analyzing the sentiment of tweets containing emojis, 
demonstrating that the inclusion of emojis can enhance the accuracy of sentiment analysis. 

Sentiment analysis of Thai text has been less explored compared to English and other widely spoken 
languages. Haruechaiyasak and Kongthon (2013) developed foundational tools for Thai text 
processing, which are crucial for subsequent sentiment analysis research. Despite the challenges, 
recent studies have shown that advanced NLP techniques, including deep learning and ensemble 
methods, can be effectively applied to Thai text for sentiment analysis. 

METHODOLOGY 

Data Collection 

To study how emojis are used in positive, neutral, and negative expressions, we gathered Thai hotel 
reviews from popular travel platforms like Agoda, TripAdvisor, and Booking.com. Our dataset 
consists of text reviews and their associated emojis, collected from user comments between January 



Bunyatisai et al.                                                                            Improving Thai Sentiment Analysis Accuracy with Emoji Classification 

 

69 

1, 2023, and December 31, 2023.  We specifically selected sentences containing both text and emojis 
that expressed negative, neutral, or positive sentiments, resulting in a total of 12,450 sentences for 
analysis.  These sentences were then classified into three categories: positive, neutral, and negative. 
Our positive word dictionary includes words like "good," "happy," "love," and "enjoy," which represent 
positive feelings and opinions. Conversely, the negative dictionary contains words like "bad," "sad," 
"hate," and "terrorism," reflecting negative sentiments. The three datasets consist of 5,200 positive 
sentences, 3,150 neutral sentences, and 4,100 negative sentences. 

Pre-processing 

For textual analysis, a pre-processing stage is imperative before commencing computational analysis. 
This is particularly crucial for the Thai language, which necessitates a distinct pre-processing 
approach. In this study, we will subject the acquired text to the following pre-processing steps: 

 Text cleaning: Removing HTML tags, special characters, and irrelevant content. 
 Tokenization: Segmenting text into words using Thai-specific tokenization tools. 
 Remove stop word: is the removal of words that have no meaning (usually appear in 

large numbers). 
 Emoji extraction: Identifying and isolating emojis for separate analysis. 
 TF-IDF stands for Term Frequency-Inverse Document Frequency. It is a statistical 

measure that is used to evaluate how relevant a word is to a document in a collection of 
documents. TF-IDF is calculated by multiplying two metrics: term frequency (TF) and 
inverse document frequency (IDF). TF is the number of times a word appears in a 
document, divided by the total number of words in the document. IDF is the logarithm of 
the total number of documents divided by the number of documents that contain the 
word. (Saadah et al. 2013) The equation for TF-IDF is written in equations: 

𝐼𝐷𝐹(𝑡) = 𝑙𝑜𝑔
1 + 𝑛

1 + 𝑑𝑓(𝑡)
+ 1 

𝑇𝐹 − 𝐼𝐷𝐹(𝑡, 𝑑) = 𝑇𝐹(𝑡, 𝑑) ∙ 𝐼𝐷𝐹(𝑡) 
Where 𝑛 is the total number of documents and 𝑑𝑓(𝑡) is the number of terms appearing 
in all documents. Therefore, TF-IDF is normalized using the Euclidean norm in equation: 

 

𝑣𝑛𝑜𝑟𝑚 = 𝑙𝑜𝑔
𝑣

√𝑣1
2 + 𝑣2

2 + ⋯ + 𝑣𝑛
2

 

 
Where 𝑣𝑖 is TF-IDF of each term in the entire documents. 

Train-test split 

The dataset was divided into two parts: 80% for training and 20% for testing. This split ensures that 
the model is trained on a substantial portion of the data while preserving a separate subset for 
evaluating its performance. 

Sentiment Training Set Testing Set 

Positive 4,160 1,040 

Neutral 2,520 6,30 

Negative 3,280 8,20 

Model selection by deep learning model for classification 

Convolutional layer 

A convolutional layer applies a set of filters (kernels) to the input image to extract various features. 
Each filter convolves with the input image to produce a feature map. 
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 Convolution operation: The convolution operation involves sliding a filter over the input 
image and performing element-wise multiplication followed by summation. 

(𝑓 × 𝑔)(𝑡) = ∑ 𝑓(𝑎) × 𝑔(𝑡 − 𝑎)

∞

𝑎=−∞

 

 For a 2D convolution, this can be expressed as: 

 

𝑌(𝑖, 𝑗) = (𝑋 × 𝐾)(𝑖, 𝑗) ∑ ∑ 𝑋(𝑖 + 𝑚, 𝑗 + 𝑛) × 𝐾(𝑚, 𝑛)

𝑁−1

𝑛=0

𝑀−1

𝑚=0

 

 Where: 

o Y is the output feature map 
o X is the input image 
o K is the kernel (filter) 
o M and N are the dimensions of the kernel 

 
 Output size: The spatial dimensions of the output feature map can be calculated as: 

𝑜𝑢𝑡𝑝𝑢𝑡 𝑠𝑖𝑧𝑒 =
𝐼𝑛𝑝𝑢𝑡 𝑠𝑖𝑧𝑒 − 𝐹𝑖𝑙𝑡𝑒𝑟 𝑠𝑖𝑧𝑒 + 2 × 𝑃𝑎𝑑𝑑𝑖𝑛𝑔

𝑆𝑡𝑟𝑖𝑑𝑒
+ 1 

 Parameters: The number of parameters in a convolutional layer is: 

𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 = (𝐹𝑖𝑙𝑡𝑒𝑟 𝑤𝑖𝑑𝑡ℎ × 𝐹𝑖𝑙𝑡𝑒𝑟 ℎ𝑒𝑖𝑔ℎ𝑡 × 𝐼𝑛𝑝𝑢𝑡 𝑑𝑒𝑝𝑡ℎ + 1) × 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑖𝑙𝑡𝑒𝑟 

Pooling layer 

Pooling layers are used to reduce the spatial dimensions of the feature maps, which helps in reducing 
the number of parameters and computation in the network. 

 Max pooling: Max pooling selects the maximum value from each patch of the feature map. 

𝑌(𝑖, 𝑗) = 𝑀𝑎𝑥𝑚⋅𝑛(𝑋(𝑖 × 𝑠 + 𝑚, 𝑗 × 𝑠 + 𝑛)) 

  Where s is the stride, and m, n define the dimensions of the pooling window. 

 Output size: The spatial dimensions of the output after pooling are: 

𝑜𝑢𝑡𝑝𝑢𝑡 𝑠𝑖𝑧𝑒 =
𝐼𝑛𝑝𝑢𝑡 𝑠𝑖𝑧𝑒 − 𝑃𝑜𝑜𝑙 𝑠𝑖𝑧𝑒

𝑆𝑡𝑟𝑖𝑑𝑒
+ 1 

Fully connected layer 

Fully connected layers (dense layers) are used towards the end of the CNN to perform high-level 
reasoning in the network. Each neuron in a fully connected layer is connected to every neuron in the 
previous layer. 

 Output: The output of a fully connected layer is given by: 

𝑦 = 𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛(𝑊 ⋅ 𝑥 + 𝑏) 

 Where: 

o y is the output vector 
o W is the weight matrix 
o x is the input vector 
o b is the bias vector 
o Activation is the activation function (e.g., ReLU, Sigmoid) 

Dropout regularization 
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Dropout is a regularization technique used to prevent overfitting by randomly setting a fraction of 
the input units to zero during training. 

 Dropout operation: During training, each neuron is set to zero with a probability p. 

𝑦 = 𝐷𝑟𝑜𝑝𝑜𝑢𝑡(𝑥, 𝑝) = 𝑥⨀𝑀𝑎𝑠𝑘 

 Where ⨀ represents element-wise multiplication, and Mask is a binary matrix with entries 
set to zero with probability p. 

Recurrent neural networks (RNNS) 

Recurrent Neural Networks (RNNs) are a class of neural networks designed for processing sequential 
data. Unlike traditional feedforward neural networks, RNNs have connections that form directed 
cycles, allowing them to maintain a memory of previous inputs and capture temporal dependencies. 
This makes them particularly suited for tasks such as language modeling, speech recognition, and 
time-series prediction 

Basic structure of RNNs 

An RNN processes input sequences one element at a time while maintaining a hidden state that 
captures information about previous elements. The hidden state is updated at each time step based 
on the current input and the previous hidden state. 

 RNN cell: The core component of an RNN is the RNN cell, which computes the new hidden state 
ℎ𝑡 at time step t. 

ℎ𝑡 = ∅(𝑊ℎ𝑥𝑥𝑡 + 𝑊ℎℎℎ𝑡−1 + 𝑏ℎ) 

Where: 

o ℎ𝑡 is the hidden state at t 
o 𝑥𝑡  is the input at time t 
o 𝑊ℎ𝑥is the weight matrix for the input 
o 𝑊ℎℎ is the weight matrix for the hidden state 
o 𝑏ℎ is the bias term 
o ∅ is the activation function, typically a non-linear function like tanh or ReLU 

 
 Output: The output 𝑦𝑡 at time step t is often computed using the hidden state. 

𝑦𝑡 = 𝜓(𝑊ℎ𝑦ℎ𝑡 + 𝑏𝑦) 

 Where: 

o 𝑦𝑡 is the output at time t 
o 𝑊ℎ𝑦 is the weight matrix for the output 

o 𝑏𝑦 is the bias term 

o 𝜓 is the activation function, often a softmax for classification tasks 

Long short-term memory (LSTM) 

LSTM is a type of RNN that addresses the problem of learning long-term dependencies. It introduces 
a memory cell and three gates (input gate, forget gate, and output gate) to control the flow of 
information. 

 LSTM equations: The LSTM cell maintains a cell state 𝐶𝑡 and a hidden state ℎ. 

𝑓𝑡 = 𝜎(𝑊𝑓 ∙ [ℎ𝑡−1,𝑥𝑡
] + 𝑏𝑓)  forget gate 

𝑖𝑡 = 𝜎(𝑊𝑓 ∙ [ℎ𝑡−1,𝑥𝑡
] + 𝑏𝑖)  input gate 

�̃�𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝐶 ∙ [ℎ𝑡−1,𝑥𝑡
] + 𝑏𝑐)                cell candidate 

𝐶𝑡 = 𝑓𝑡⨀𝐶𝑡−1 + 𝑖𝑡⨀�̃�𝑡                              cell state 

𝑜𝑡 = 𝜎(𝑊𝑜 ∙ [ℎ𝑡−1,𝑥𝑡
] + 𝑏𝑜)               output gate 
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ℎ𝑡 = 𝑜𝑡⨀tanh (𝐶𝑡)                             hidden gate 

 

  Where: 

o 𝑓𝑡 , 𝑖𝑡 , and 𝑜𝑡  are the forget, input, and output gates, respectively 

o �̃�𝑡 is the cell candidate 
o ⨀ denotes element-wise multiplication 
o 𝜎 is the sigmoid function 

Gated recurrent unit (GRU) 

GRU is a simplified variant of LSTM with fewer gates, which makes it computationally more efficient 
while still addressing the vanishing gradient problem. 

 GRU equations: The GRU combines the forget and input gates into an update gate and 
introduces a reset gate. 

𝑍𝑡 = 𝜎(𝑊𝑧 ∙ [ℎ𝑡−1,𝑥𝑡
] + 𝑏𝑧)  update gate 

𝑟𝑡 = 𝜎(𝑊𝑟 ∙ [ℎ𝑡−1,𝑥𝑡
] + 𝑏𝑟)  reset gate 

ℎ̃𝑡 = 𝑡𝑎𝑛ℎ(𝑊 ∙ [𝑟𝑡⨀ℎ𝑡−1,𝑥𝑡
] + 𝑏)               candidate hidden state 

ℎ𝑡 = (1 − 𝑧𝑡)⨀ℎ𝑡−1 + 𝑧𝑡⨀ℎ̃𝑡               hidden state 

 Where: 

o   - 𝑍𝑡 is the update gate 
o   - 𝑟𝑡 is the reset gate 

o   -ℎ̃𝑡 is the candidate hidden state 

Training RNNs 

Training RNNs involves backpropagation through time (BPTT), which is an extension of the standard 
backpropagation algorithm. BPTT computes gradients by unfolding the RNN over time and applying 
backpropagation to the unfolded network. 

  The loss function for RNNs is typically the cross-entropy loss for classification tasks. 

ℒ = − ∑ ∑ 𝑦𝑡,𝑘log (�̂�𝑡,𝑘)

𝑘𝑡

 

  Where: 

  - 𝑦𝑡,𝑘  is the true label at time t for class k 

  - �̂�𝑡,𝑘  is the predicted probability at time t for k 

Stacking model 

Stacking, also known as stacked generalization, is an ensemble learning technique that combines 
multiple machine learning models to improve overall predictive performance. The idea is to leverage 
the strengths of different models by training a "meta-model" to aggregate their predictions. This 
approach can often outperform individual models by reducing overfitting and bias. 

Basic structure of stacking 

Stacking involves two levels of models: base learners (level-0 models) and a meta-learner (level-1 
model). The base learners are trained on the original dataset, and their predictions are used as inputs 
to the meta-learner, which is trained to make the final predictions. 

1) Base learners: 

 Multiple machine learning models are used as base learners. 
 Each base learner is trained on the entire training dataset. 
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2) Meta-learner: 

 The meta-learner is a model that takes the predictions of the base learners as input features. 
 It is trained to learn the optimal way to combine these predictions to produce the final output. 

Formulas 

1) Training base learners: 

   Given a training set {(𝑋𝑖 , 𝑦𝑖)}𝑖=1
𝑁 , where 𝑋𝑖  are the input features and 𝑦𝑖  are the corresponding labels, 

the base learners 𝑀1, 𝑀2, ⋯ , 𝑀𝑘  are trained to produce predictions �̂�𝑖
(𝑗)

for each base model 𝑗 

�̂�𝑖
(𝑗)

= 𝑀𝑗(𝑋𝑖) 

2) Creating meta-features: 

   The predictions of the base learners form the meta-features for the meta-learner. For each instance 
𝑋𝑖 , the meta-features are: 

𝑍𝑖 = �̂�𝑖
(1)

, �̂�𝑖
(2)

, ⋯ , �̂�𝑖
(𝑘)

 

3) Training the meta-learner: 

   The meta-learner 𝑀𝑚𝑒𝑡𝑎 is trained on the meta-features 𝑍𝑖  to predict the final output 𝑦𝑖: 

�̂�𝑖 = 𝑀𝑚𝑒𝑡𝑎(𝑍𝑖) 

   Thus, the final prediction for a new instance 𝑋 is: 

�̂� = 𝑀𝑚𝑒𝑡𝑎([𝑀1(𝑋), 𝑀2(𝑋), ⋯ , 𝑀𝑘(𝑋)]) 

Cross-validation in stacking 

To avoid overfitting and to ensure that the meta-learner is trained on unbiased predictions, a cross-
validation approach is often used. 

1) K-fold cross-validation: 

 Split the training set into 𝐾 folds. 
 For each fold, train the base learners on 𝐾 − 1 folds and predict on the remaining fold. 
 Aggregate the predictions for the meta-features. 

2) Training with out-of-fold predictions: 

 Use the out-of-fold predictions to train the meta-learner. 

Benefits of stacking 

 Diverse model types: Stacking allows combining models of different types (e.g., decision 
trees, SVMs, neural networks) to leverage their strengths. 

 Improved generalization: By learning to combine predictions optimally, stacking can 
reduce overfitting and improve generalization. 

 Flexibility: The meta-learner can be any model, adding flexibility to the stacking 
framework. 

Evaluation metrics 

Evaluation metrics can be described as measuring tools to measure the performance of classifiers 
(Mohammad and Sulaimam 2015). To calculate performance metrics, the formula as shown in Table 
3. 
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Table 3: Evaluation metrics 

Metric equation 

Accuracy 𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

Precision 𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)
 

Recall 𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)
 

F1-score 2 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙

(𝑟𝑒𝑐𝑎𝑙𝑙 + 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
 

Where TP, TN, FP and FN can be described as follows: 

o TP (True Positive) is when the model correctly predicts the positive class. 
o TN (True Negative) is when the model correctly predicts the negative class. 
o FP (False Positive) is when the model incorrectly predicts the positive class. 
o FN (False Negative) is when the model incorrectly predicts the negative class. 

MODEL ARCHITECTURE 

The two studies focus on improving Thai sentiment analysis for hotel reviews by exploring different 
methodologies. The key difference lies in the inclusion of emoji classification. The methodologies 
include traditional and advanced models, incorporating deep learning techniques and stacking 
models. Below is a textual description of what the flow chart would look like, followed by a more 
detailed explanation. 

1) Data preprocessing 
o Common preprocessing steps for both models 

 Text Cleaning 
 Tokenization 
 Word Embedding 

2) Without emoji inclusion 
o RNN for Thai Sentiment Analysis 

 Train RNN Model 
 Evaluate RNN Model 

o Stacking Models 
 Train RNN Base Models 
 Train Meta-Classifier 
 Evaluate Stacking Model 

3) With emoji inclusion 
o CNN for Emoji Classification 

 Train CNN Model 
 Evaluate CNN Model 

o Hybrid Model (CNN for Emoji + RNN for Thai Text) 
 Train CNN and RNN Models 
 Combine Features 
 Train Hybrid Model 
 Evaluate Hybrid Model 

o Stacking Models 
 Train RNN Base Models  
 Train Meta-Classifier 
 Evaluate Stacking Model 
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RESULTS 

The studies evaluated various classifiers for Thai sentiment analysis on hotel reviews, comparing 
models that include emoji classification using CNN with those that do not. The methods included Thai 
sentiment analysis using RNN and advanced stacking models. This comparison focuses on models 
with and without emoji inclusion. 

Performance metrics 

Table 4: Results obtained from all classifiers for sentiment classification model Without Emojis 

Classifier Accuracy Precision Recall F1-Score 
RNN for Thai 
Sentiment Analysis 

87.8% 87.0% 87.5% 87.2% 

Stacking Model 1 
(RNN Base Models 
+ Meta-Classifier) 

90.0% 89.2% 89.5% 89.3% 

Stacking Model 2 
(RNN Only with 
Additional Layers) 

91.0% 90.2% 90.5% 90.3% 

 
 RNN for Thai sentiment analysis: Achieved an accuracy of 87.8%, with precision, recall, and 

F1-scores around 87%. 
 Stacking model 1: Enhanced accuracy to 90.0%, demonstrating the benefit of combining 

base models with a meta-classifier. 
 Stacking model 2: Further improvement to 91.0%, highlighting the advantages of additional 

layers and sophisticated stacking techniques. 

Table 5: Results obtained from all classifiers for sentiment classification model With Emojis 

Classifier                        Accuracy Precision Recall F1-Score 
CNN for Emoji 
Classification 

86.5%     85.7%      86.2%   85.9%     

Hybrid Model 
(CNN + RNN) 

89.6%     88.5%      89.0%   88.7%     

Stacking Model 1 
(RNN Base Models 
+ Meta-Classifier) 

91.2%      90.5%      91.0%   90.7%     

Stacking Model 2 
(Hybrid + 
Additional Layers) 

92.4%      91.8%      92.0%   91.9%     

 
 CNN for emoji classification: Achieved an accuracy of 86.5%, demonstrating the model's 

ability to capture sentiment from emojis. 
 Hybrid model (CNN + RNN): Significant improvement to 89.6%, showing the benefit of 

combining text and emoji data. 
o Stacking model 1: Achieved 91.2%, indicating the effectiveness of combining base 

models with a meta-classifier and emoji classification. 
o Stacking model 2: The highest accuracy of 92.4%, showcasing the superior 

performance of advanced stacking techniques with emoji integration. 

Comparative analysis result 

 Impact of emojis: The inclusion of emojis through CNN classification significantly enhances 
the performance of sentiment analysis models. The hybrid model (CNN + RNN) outperforms 
the RNN-only model, demonstrating the value of integrating emoji data. 

 Stacking models: Both with and without emojis, stacking models show improved 
performance over individual models. However, the stacking models that include emoji 
classification consistently achieve higher accuracy, precision, recall, and F1-scores. 
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CONCLUSION 

This paper presents a deep learning approach to improving sentiment analysis accuracy in Thai hotel 
reviews by incorporating emoji classification and using a stacking model framework. By leveraging 
CNNs for emoji classification, RNNs for text analysis, and a stacking ensemble, the proposed model 
effectively captures the full spectrum of sentiments expressed by reviewers. The comparative results 
highlight the significant impact of incorporating emoji classification on the accuracy of Thai 
sentiment analysis. Models that leverage both text and emoji data, especially through advanced 
stacking techniques, achieve the highest performance metrics. This underscores the importance of 
considering multiple data sources and sophisticated modeling approaches in sentiment analysis 
tasks. 
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