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The objective of this study is to predict student satisfaction in higher 
education by applying decision tree and logistic regression models. A 
digital questionnaire was distributed to students at the National 
University of Altiplano, Peru, resulting in 1,020 valid responses. The 
dataset included 20 predictor variables, such as teaching quality, access to 
resources, and academic workload, alongside one dependent variable: 
student satisfaction. Decision trees and logistic regression models were 
trained with 80% of the data and tested with 20%. The results showed that 
the decision tree model achieved an accuracy of 95.6% based on the 
confusion matrix, while logistic regression reached 92.6%. Both models 
effectively identified key factors influencing student satisfaction, with the 
decision tree showing slightly better predictive performance. The study 
concludes that decision trees provide a more precise model for predicting 
student satisfaction in comparison to logistic regression. These findings 
highlight the usefulness of machine learning techniques in educational 
management for identifying areas needing improvement, ultimately 
enhancing student experiences and academic outcomes. This study 
provides a reliable model for university administrators to optimize 
resource allocation and improve educational practices. The use of machine 
learning models can lead to data-driven decisions that positively impact 
student satisfaction and institutional performance. 

 

INTRODUCTION   

Student satisfaction refers to the degree to which students feel content with their educational 
experience, including aspects such as the quality of teaching, the academic environment, institutional 
support (Pan & Cutumisu, 2024), access to resources, the learning environment (Chowdhury et al., 
2024), appropriate teaching styles, fulfillment of learning needs (AL Mutawa & Sruthi, 2023), 
interaction with professors and peers, and the relevance of course content (Ho et al., 2021). This topic 
is significant in higher education because it influences academic performance, student retention, 
overall well-being (Ho et al., 2021; Pan & Cutumisu, 2024), motivation, engagement, the quality of 
education, and the formation of future professionals (Chowdhury et al., 2024). Moreover, high 
satisfaction can contribute to better mental health and a more positive university experience (Pan & 
Cutumisu, 2024). 

http://www.pjlss.edu.pk/
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Student satisfaction impacts the perception of teaching quality and available resources, which can 
motivate educators to improve their methods and pedagogical approaches (Pan & Cutumisu, 2024). 
Students satisfied with their learning experience are more likely to participate actively and achieve 
better academic results (AL Mutawa & Sruthi, 2023; Ho et al., 2021). They are more inclined to 
continue their studies and complete their programs, reducing dropout rates and enhancing 
institutional stability (Ho et al., 2021; Pan & Cutumisu, 2024). Satisfaction fosters a sense of belonging 
and loyalty towards the institution, leading students to complete their programs and recommend the 
institution to others (Ho et al., 2021). Additionally, high student satisfaction can translate into better 
evaluations and institutional reputation, attracting more students and potentially increasing funding 
and resources available to the institution (Ho et al., 2021; Pan & Cutumisu, 2024). 

Predicting student satisfaction allows institutions to identify areas for improvement in teaching and 
services, leading to higher quality education (Pan & Cutumisu, 2024). It enables institutions to 
recognize less satisfied students and provide them with adequate resources and support to enhance 
their learning experience (AL Mutawa & Sruthi, 2023). This contributes to creating a more positive 
and effective learning environment, benefiting both students and educators (AL Mutawa & Sruthi, 
2023). Understanding student satisfaction helps universities implement strategies that foster 
retention and reduce dropout rates, ensuring students complete their studies (Pan & Cutumisu, 
2024). It allows for the optimization of teaching methods (AL Mutawa & Sruthi, 2023), which not only 
benefits students but also strengthens the position and sustainability of the institution in the 
competitive educational landscape (Ho et al., 2021). 

Machine learning algorithms are computational methods that enable machines to learn from data 
and make predictions; they use statistical and mathematical techniques to identify patterns and 
relationships within data (Alruwais & Zakariah, 2023). Decision trees and logistic regression are two 
such algorithms utilized in data analysis and data mining (Abidi et al., 2020; Raj & Renumol, 2023), 
especially in the context of classification and prediction (Almasri et al., 2022). Decision trees are 
predictive models that use a tree-like structure to make decisions based on data features; they 
function by dividing data into subsets through decisions that maximize information gain or minimize 
impurity (Altun et al., 2022; Elouafi et al., 2024; Munshi et al., 2023). They can handle both categorical 
and numerical variables without the need for prior transformation (Almasri et al., 2022), are efficient 
for large datasets allowing quick decisions (Jamil & Belkacem, 2024) and are useful in fields such as 
education (Jamil & Belkacem, 2024). 

Logistic regression is a statistical model (Mazouch et al., 2018; Palacios et al., 2021) used to predict 
the probability of a binary event (e.g., yes/no, success/failure) based on one or more independent 
variables or factors (Almasri et al., 2022; Elouafi et al., 2024). It establishes a mathematical model 
that calculates the probability of belonging to a class, transforming the dependent variable into a 
binomial data type (Altun et al., 2022; Pandian et al., 2023). It is utilized for risk analysis, marketing, 
and social sciences (Jamil & Belkacem, 2024). 

Advantages of decision trees include interpretability; they are easy to understand and visualize. The 
tree-like structure allows users to follow the decision-making process clearly (Almasri et al., 2022; 
Altun et al., 2022; Elouafi et al., 2024). They can handle both categorical and numerical variables 
without the need for prior transformation (Almasri et al., 2022). There is no necessity to scale or 
normalize data before applying a decision tree, simplifying preprocessing (Almasri et al., 2022; 
Elouafi et al., 2024). They are less sensitive to outliers compared to other methods like linear 
regression (Almasri et al., 2022; Altinay et al., 2024), can efficiently handle missing values (Elouafi et 
al., 2024), and require less time to train compared to neural networks (Elouafi et al., 2024; Veterini 
et al., 2024). 

Regarding the advantages of logistic regression, it allows for rapid training even with large datasets 
and provides class membership probabilities, enabling clear interpretation of results and the 
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relationship between independent variables and the dependent variable (Almasri et al., 2022; 
Sashank et al., 2023). It tends to be less susceptible to overfitting, especially with smaller datasets 
(Almasri et al., 2022). Both models are robust and can adapt to different types of data, making them 
useful in various predictive applications (Kocsis & Molnár, 2024; Orlando et al., 2024). 

These algorithms have been applied in different areas, with education being one of the most 
prominent, as detailed: classification to predict student satisfaction regarding instructors (Almasri 
et al., 2022), classification to predict student performance in mathematics exams (Elouafi et al., 
2024), prediction of academic performance and prevention of academic failures (Altun et al., 2022; 
Dol & Jawandhiya, 2022; Ersozlu et al., 2024; Gousia Banu et al., 2024; Tin Tin et al., 2024), prediction 
of student dropout (Orlando et al., 2024), evaluation of student performance and knowledge 
throughout their studies (Alruwais & Zakariah, 2023), analysis and evaluation of factors affecting 
academic performance in empirical studies (Kocsis & Molnár, 2024), prediction of students' 
adaptability levels in the context of online education (Grover et al., 2024), prediction of final grades 
(Bujang et al., 2021), and prediction of academic procrastination (Gousia Banu et al., 2024). In the 
health sciences, there is the prediction of depression in students (Rahman & Kohli, 2024). 

However, research utilizing decision trees and logistic regression to determine student satisfaction 
in terms of socioeconomic level, teaching quality, relationship with instructors, course offerings, 
organizational climate, and campus security was not found. Therefore, this study aims to predict 
student satisfaction in the university educational experience using decision trees and logistic 
regression. 

2. METHODOLOGY 

To predict student satisfaction using decision trees and logistic regression, a digital questionnaire 
was distributed using Google Forms to all students of the National University of Altiplano in Puno, 
Peru. The total student population consists of 18,000 individuals. The questionnaire was sent to their 
institutional email addresses, resulting in a total of 1,020 responses. Since the methodology involves 
the application of machine learning algorithms, it was decided to work with the maximum amount of 
collected data to optimize the precision and robustness of the models in the analysis of student 
satisfaction. 

The study utilized a total of 20 independent variables related to various aspects of the university 
educational experience. These variables encompassed factors such as socioeconomic level, quality of 
teaching, relationship with instructors, course offerings, organizational climate, and campus security, 
among others. Additionally, a dependent variable (Y) corresponding to student satisfaction was 
employed, with two possible outcomes: "satisfied" and "not satisfied." This structure allowed for the 
evaluation of the influence of the independent variables on the dependent variable Y using machine 
learning algorithms. 

Data Collection 

The questionnaire was designed to capture comprehensive information about the students' 
perceptions and experiences. Questions were formulated based on a thorough literature review of 
factors influencing student satisfaction (Ho et al., 2021; Pan & Cutumisu, 2024). The survey included 
demographic questions and items measured on a Likert scale to assess attitudes and satisfaction 
levels. 

Table 1. Independent and Dependent Variables Used in the Study 

VARIABLE CODE VARIABLE NAME 
X1 Age 
X2 Sex 
X3 Residence 
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X4 Socioeconomic Level 
X5 Quality of Teaching 
X6 Access to Academic Resources 
X7 Relationship with Instructors 
X8 Course Offerings 
X9 Academic hours 

X10 Quality of Facilities 
X11 Access to Technology 
X12 Quality of Services 
X13 Organizational Climate 
X14 Campus Security 
X15 Extracurricular Activities 
X16 Social Interaction 
X17 Administrative Processes 
X18 Support Services 
X19 Academic Outcomes 
X20 Employability 

Y Student Satisfaction 

Source: Own elaboration. 

Data Collection and Preprocessing 

The data obtained through the Google Forms questionnaire were exported to an Excel spreadsheet 
for initial data cleaning. This stage involved the elimination of incomplete or inconsistent responses 
and the verification and correction of potential errors, ensuring the quality and reliability of the 
information for subsequent analysis. Data cleaning is a critical step in data analysis to enhance the 
accuracy of predictive models (Kotsiantis et al., 2006). 

After completing the data cleaning process in Excel, the dataset was transferred to the Google Colab 
environment for processing. Google Colab provides a cloud-based platform with the computational 
capabilities necessary to efficiently execute machine learning models (Bisong, 2019). In this 
environment, machine learning algorithms were applied to predict student satisfaction. 

Implementation of Machine Learning Algorithms 

For the implementation of decision trees and logistic regression, several Python libraries were 
utilized, facilitating data analysis and visualization: 

 Pandas and NumPy: These libraries were used for data manipulation and numerical 
operations, allowing efficient handling of large datasets (McKinney, 2010; Harris et al., 2020). 

 Scikit-learn: This library provided the tools necessary for splitting the data into training and 
testing sets using the train_test_split function and for training the models using 
DecisionTreeClassifier and LogisticRegression algorithms (Pedregosa et al., 2011). 

 Evaluation Metrics: The performance of the models was evaluated using accuracy_score to 
measure the proportion of correct predictions and confusion_matrix to visualize the 
performance in terms of true positives, false positives, true negatives, and false negatives. 

 Visualization Libraries: Seaborn and Matplotlib were employed for visualizing the results, 
including generating confusion matrices and other graphical representations to interpret the 
model outcomes effectively (Hunter, 2007; Waskom, 2021). 

Processing of Decision Trees 

The processing steps for the decision tree model were as follows: 
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1. Data Splitting: The DataFrame was divided into two parts: predictor (independent) variables 
and the target (dependent) variable—student satisfaction. This step is essential to isolate the 
features that contribute to predicting the outcome (Kotsiantis et al., 2006). 

2. Training and Testing Sets: The dataset was split into training and testing subsets, allocating 
80% of the data for training the model and the remaining 20% for testing. This was done 
using the train_test_split function from Scikit-learn, ensuring that the model's performance 
could be evaluated on unseen data (Pedregosa et al., 2011). 

3. Model Construction: A decision tree was constructed using the DecisionTreeClassifier 
algorithm. The decision tree algorithm works by recursively partitioning the data space and 
fitting a simple predictive model within each partition (Quinlan, 1986). 

4. Model Evaluation: The model's accuracy was evaluated using the confusion matrix and the 
accuracy_score metric. The confusion matrix provided insights into the types of errors made 
by the model, while the accuracy score quantified the overall performance (Fawcett, 2006). 

Processing of Logistic Regression 

Similarly, logistic regression was implemented using the LogisticRegression algorithm from Scikit-
learn: 

1. Model Construction and Training: The logistic regression model was trained on the same 
training dataset, establishing a relationship between the independent variables and the 
probability of student satisfaction. 

2. Prediction and Evaluation: Predictions were made on the test dataset, and the model's 
performance was evaluated using the same metrics as the decision tree model. 

Ethical Considerations 

Participants provided informed consent before participating in the study. All data were anonymized 
to protect participants' privacy, and the study complied with ethical guidelines for research involving 
human subjects (American Psychological Association, 2020). 

 

Figure 1. Flowchart of the Student Satisfaction Prediction Process Using Decision Trees 

Source: Own elaboration. 
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Logistic Regression Processing 

The process began by splitting the DataFrame into two parts: the predictor variables and the target 
variable. The dataset was then divided into training and testing sets, with 80% of the data allocated 
for model training and the remaining 20% for evaluation. A logistic regression model was created, 
configuring the max_iter parameter to 1000 to ensure convergence. Subsequently, the model was 
trained using the training set, and predictions were made on the test set. Next, the model coefficients 
were obtained, which indicate the relationship between the predictor variables and the dependent 
variable. Finally, the model’s accuracy was evaluated using the confusion matrix and the 
accuracy_score metric, providing a clear measure of the logistic regression model's performance. 

 

Figure 2. Flowchart of the Student Satisfaction Prediction Process Using Logistic Regression 

Source: Own elaboration. 

Comparison of Algorithms 

Finally, a comparison between the two algorithms, decision tree and logistic regression, was 
conducted using the confusion matrix and accuracy score as the primary evaluation metrics. These 
tools allowed for the analysis of each model’s performance in terms of its ability to accurately predict 
student satisfaction. By examining the results, it was possible to determine which model offered 
better precision and effectiveness in predicting the dependent variable, thus facilitating an informed 
decision on the most suitable model for this study. 

3. RESULTS 

Table 2 presents the questions from the questionnaire administered to university students, which 
were designed to gather relevant information about their educational experience. These questions 
address various variables considered influential in student satisfaction, such as teaching quality, 
interaction with instructors, access to educational resources, and the academic environment. 
Collecting this data was essential for identifying key predictor variables in the decision tree and 
logistic regression models used in the study. 
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Table 2. Questionnaire Questions 

VARIABLE 
CODE 

QUESTIONS APPLIED TO EACH VARIABLE 

X1 What is your age? 
X2 How do you identify in terms of gender? 
X3 Where do you primarily reside while studying at the university? 
X4 How would you describe your household’s socioeconomic level? 
X5 How would you evaluate the quality of teaching you receive at the university, 

considering the clarity of explanations, relevance of content, and methodology 
used by the professors? 

X6 How easy or difficult is it for you to access academic resources such as libraries, 
study materials, or databases necessary for your studies? 

X7 How would you describe your relationship with instructors in terms of availability 
for consultations, academic support, and willingness to help? 

X8 How diverse and relevant do you consider the course offerings to be, in relation to 
your interests and the demands of the professional field you are pursuing? 

X9 How would you describe the academic workload of your program, considering the 
amount of work, course difficulty, and the time required to complete assignments 
and exams? 

X10 How would you rate the quality of the university facilities, such as classrooms, 
laboratories, libraries, and common areas? 

X11 How easy is it for you to access the technology required for your studies, such as 
computers, specialized software, and internet connection? 

X12 How would you evaluate the availability and quality of services offered on campus, 
such as dining, transportation, medical, and recreational services? 

X13 How would you describe the organizational climate at the university, including 
aspects such as communication, cooperation among the university community, 
and the general working environment? 

X14 How would you evaluate the level of security on campus, considering factors like 
the presence of security personnel, lighting, and the overall perception of safety? 

X15 How often do you participate in extracurricular activities offered by the university, 
such as clubs, sports, workshops, and cultural events? 

X16 How would you describe the quality of your social interactions with other students 
at the university, considering the ease of making friends, collaborating in groups, 
and participating in social activities? 

X17 How would you rate the efficiency of administrative processes at the university, 
such as enrollment, obtaining certificates, or responding to inquiries? 

X18 How easy or difficult is it for you to access support services offered by the 
university, such as academic advising, psychological counseling, or tutoring? 

X19 How satisfied are you with your academic results so far, including your grades and 
the learning you have achieved? 

X20 What are your expectations regarding your future employability once you finish 
your degree, considering job opportunities in your field? 

Y Overall, are you satisfied with your educational experience at this university? 

Source: Own elaboration. 

To apply the decision tree model, the dataset was divided into two parts: 80% for training, 
corresponding to 816 data points, and 20% for testing, equivalent to 204 data points. This division 
allows the model to be trained on the majority of the data while using the test set to evaluate its 
predictive capacity and generalization on unseen data. 

In the following figure, the decision tree with a maximum depth (max_depth) of 5 is presented, which 
was used to predict student satisfaction. In this tree, Class 1 represents students who are not satisfied 
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with their educational experience, while Class 2 corresponds to students who are satisfied with their 
educational experience. The choice of this maximum depth seeks to balance the model's ability to 
capture patterns in the data without overfitting. 

 

Figure 3. Decision Tree for Predicting Student Satisfaction 

Source: Own elaboration. 

In Figure 3, it is shown that in two leaf nodes the Gini value is 0.4 and 0.026, which indicates a degree 
of impurity or mixture in the predictions of those nodes. In the node where the Gini index is 0.4, 
indicating moderate impurity, there is a mix of examples from both classes, although not equally. 
With a total of 47 samples (samples = 47) in this node, the value [13, 34] reflects that 13 examples 
belong to Class 1 (students not satisfied), and 34 belong to Class 2 (students satisfied). The dominant 
class is Class 2 (satisfied), as the majority of examples (34 out of 47) belong to this category, although 
there is still a considerable presence of examples from Class 1. This suggests that the node tends to 
classify students as satisfied, but with some variability. 

After obtaining the decision tree graph, the model's accuracy was calculated using the confusion 
matrix, displayed as array([[36, 9], [0, 159]]). The confusion matrix shows that the model correctly 
predicted 36 students as not satisfied and made 9 errors by classifying students who were actually 
satisfied as not satisfied. For the satisfied students, the model was highly accurate, with 159 correct 
predictions and 0 errors. Therefore, the model performs excellently in predicting satisfaction (Class 
2) but shows some inaccuracies in identifying students who are not satisfied (Class 1). 

Using the confusion matrix, an overall accuracy of 0.956 was obtained, indicating that 95.6% of the 
model's predictions were correct. This reflects excellent performance in classifying student 
satisfaction, with only a small percentage of predictions being incorrect. This high accuracy suggests 
that the model is effective in identifying both satisfied and not satisfied students, although there is 
room for improvement, particularly in classifying students who are not satisfied. 

The accuracy_score was also used to evaluate the model's performance, and an accuracy of 0.96 was 
achieved, indicating that 96% of the predictions made were correct. This high level of accuracy 
suggests that the model is very effective in classifying student satisfaction, demonstrating its ability 
to correctly identify both satisfied and not satisfied students. 

Regarding logistic regression, similar to the decision tree, the data was split into 80% training and 
20% testing. The model was created with the parameter (max_iter=1000), and the coefficients for 
the model were obtained. 
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Table 3. Coefficients of the Logistic Regression Model 

Variable Code Coefficient Variable Code Coefficient 
X1 0.082713 X11 -3.393079 
X2 -0.557477 X12 1.945941 
X3 -1.040448 X13 0.365841 
X4 1.579024 X14 -0.078179 
X5 -0.175908 X15 1.853521 
X6 -0.055391 X16 -2.892646 
X7 2.20463 X17 -0.885961 
X8 1.244999 X18 0.170092 
X9 -0.727282 X19 2.71408 

X10 0.839247 X20 1.534559 

Source: Own elaboration. 

Student satisfaction is a crucial indicator in higher education as it is directly related to academic 
success, student retention, and the continuous improvement of educational institutions (Chowdhury 
et al., 2024; Pan & Cutumisu, 2024). Understanding the factors influencing satisfaction allows 
universities to make informed decisions to optimize the educational experience and, consequently, 
improve student performance (AL Mutawa & Sruthi, 2023). Predicting student satisfaction through 
decision trees is valuable due to its ability to simplify complex decisions and provide clear visual 
interpretations, while logistic regression is essential for quantifying the relationship between 
variables and accurately predicting probabilities (Anuradha et al., 2024; Hasibuan et al., 2023; Ma, 
2024). 

This study sought to answer the key question: What is the effectiveness of predictive models based 
on decision trees and logistic regression in predicting university students' satisfaction with their 
educational experience? The results show that both predictive models achieved high accuracy, 
exceeding 90%. This indicates that both decision trees and logistic regression are effective tools for 
identifying the most relevant factors that determine student satisfaction, enabling accurate and 
useful predictions for improving educational management. 

The variables detailed in Table 1 were considered because they were identified as key factors in 
student satisfaction within the context of higher education. However, other studies have considered 
additional variables, such as teaching styles, the attractiveness of online learning compared to 
traditional learning, knowledge in the use of online learning tools (AL Mutawa & Sruthi, 2023), 
preference for face-to-face learning, instructors' efforts, evaluation methods (Ho et al., 2021), 
effectiveness, ease, and materials (Chowdhury et al., 2024), practical activities, instructor qualities, 
importance of preparation, and teacher behavior (Almasri et al., 2022). This difference in variable 
selection may be due to the particularities of the academic environment, the studied population, or 
the institutional approach, which could influence which aspects of the educational experience are 
most relevant to student satisfaction in each case. 

In this study, the prediction accuracy using decision trees was 95.6% according to the confusion 
matrix and 96% using the accuracy_score. These values indicate robust model performance in 
predicting student satisfaction. Compared to other studies, such as Almasri et al. (2022), which 
reported an accuracy of 78.65% using decision trees, the results are superior. This difference could 
be due to better selection of predictor variables or higher quality data used in the analysis, 
reinforcing the utility of the model in this educational context. While there are not many comparable 
studies specifically focused on student satisfaction, the results can be contrasted with research 
focused on academic performance. For example, Elouafi et al. (2024) reported an accuracy of 68%, 
Tin Tin et al. (2024) reported 65.7%, Grover et al. (2024) reported 93.38%, Bujang et al. (2021) 
reported 99.1%, and Gousia Banu et al. (2024) reported 81.5% for academic performance prediction 
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using decision trees. This comparison suggests that although both approaches aim to predict 
different outcomes, the accuracy of the models is superior to 65%, reflecting the robustness of this 
approach in educational contexts, both for academic performance and student satisfaction. 

For logistic regression, the prediction accuracy was 92.6% according to the confusion matrix and 
93% using the accuracy_score. Compared to other studies, such as Almasri et al. (2022), which 
reported an accuracy of 84.16%, and AL Mutawa & Sruthi (2023), which reported 72%, the results 
are superior. Although few studies focus specifically on student satisfaction, the results can be 
compared with research on academic performance. For example, Elouafi et al. (2024) reported an 
accuracy of 66%, Tin Tin et al. (2024) reported 72.9%, Grover et al. (2024) reported 77.48%, Bujang 
et al. (2021) reported 98.8%, and Gousia Banu et al. (2024) reported 79% for predicting academic 
performance using logistic regression. 

In this study, the decision tree model outperformed logistic regression in both confusion matrix-
based evaluation and accuracy_score. The decision tree achieved an accuracy of 95.6% according to 
the confusion matrix, while logistic regression obtained a slightly lower value. Similarly, in the 
accuracy_score, the decision tree achieved 96%, again outperforming the logistic regression model. 
These results highlight the greater effectiveness of decision trees in predicting student satisfaction 
compared to logistic regression. However, our findings do not align with those of another study 
conducted by Almasri et al. (2022), where logistic regression (84.16%) outperformed the decision 
tree (78.66%) in terms of accuracy. This discrepancy could be due to variations in the variables used, 
data quality, or the specific context of each investigation, suggesting that the effectiveness of each 
model may depend on the characteristics of the study. 

On the other hand, in several studies focused on student academic performance, such as those 
conducted by Elouafi et al. (2024), Grover et al. (2024), Bujang et al. (2021), Rahman & Kohli (2024), 
Gousia Banu et al. (2024), Holgado-Apaza et al. (2023), and Selvakumar et al. (2023), decision trees 
demonstrated higher accuracy compared to logistic regression. These studies concluded that 
decision trees not only offer better predictive performance but also provide a clearer interpretation 
of the key variables influencing academic performance. This phenomenon relates to our study, 
despite being centered on student satisfaction rather than academic performance. As in the 
mentioned studies, where decision trees outperformed logistic regression, our research also 
observed higher predictive accuracy using decision trees. This consistency suggests that, regardless 
of the focus (student satisfaction or academic performance), decision trees may be more effective 
when identifying complex patterns and key variables in educational settings. 

5. CONCLUSION 

When comparing the effectiveness of decision tree and logistic regression models, both in terms of 
the confusion matrix and accuracy_score, it was found that decision trees provided better results in 
both cases. The decision tree's accuracy was higher, with 95.6% according to the confusion matrix 
and 96% in the accuracy_score, demonstrating its superior effectiveness in predicting student 
satisfaction compared to logistic regression, which achieved 92.6% with the confusion matrix and 
93% with the accuracy_score. These findings reinforce the utility of decision trees as a more precise 
tool in this educational context. 

The correct selection of predictor variables in this study was key to achieving high levels of accuracy 
in the predictive models. Both decision trees and logistic regression showed outstanding 
performance, with accuracies above 92%, reflecting that the selected variables effectively capture 
the factors influencing student satisfaction. These results underscore the importance of adequately 
identifying key variables to improve the predictive capacity of models and provide useful conclusions 
for the educational context. 
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The results obtained in this study offer important contributions to educational management by 
providing a reliable predictive model that helps identify key factors influencing student satisfaction. 
With an accuracy of over 95% for decision trees and 92% for logistic regression, these models can be 
used by universities to make data-driven decisions, improve the student experience, and optimize 
resources in critical areas such as teaching quality, instructor interaction, and access to resources. 
These findings contribute to a greater understanding of student satisfaction and allow for the 
development of more effective strategies to enhance student well-being and academic performance. 

For future work, it is recommended to expand the study by incorporating a greater diversity of 
variables that may influence student satisfaction, such as emotional support and extracurricular 
opportunities, to further improve the predictive accuracy of the models. Additionally, it would be 
beneficial to conduct comparative studies in different educational contexts, such as public and 
private universities. Moreover, it is suggested to apply more advanced machine learning approaches, 
such as neural networks or random forests, which could provide higher accuracy. 
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