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Traditional English learning environments in university often hindered by 
outdated focus on reading and writing, limited textbook content, 
insufficient speaking practice opportunities, and pre-programmed artificial 
intelligence (AI) in English speaking practice. This study explores the 
potential of leveraging VR technologies and generative AI (GenAI) to 
overcome these barriers. EasyEnglish is a real-time conversation game with 
GenAI non-player character (NPC)s. This game utilizes voice input 
recognition, large language model (LLM) for language assessment and text-
to-speech (TTS) for NPC lip-sync animation. The content validity was 
assessed by 3 experts to evaluate the conversation quality. A usability test 
was conducted using a purposive sampling method with 7 undergraduate 
non-native English speakers who have less than 1 year experience in using 
VR technology. This study employed System Usability Scale (SUS) and 
Content Validity Index (CVI) metrics for assessment.  The CVI result showed 
satisfactory agreement in conversation quality but highlighted areas for 
improvement in learning objectives. The SUS result revealed satisfaction in 
consistency of user interface (UI) and learnability of EasyEnglish, while also 
highlighting the need for improvement in UI, setup, and visual cues.  The 
significance of the study lies in the GenAI’s ability to provide diverse 
response, avoid repetitive dialogue and speak using gestures to 
undergraduate students. GenAI effectively identify and assess irrelevant 
words in conversation, provide immediate grammar and vocabulary 
correction and suggestion of conversation improvement accurately. Future 
research should focus on improving accessibility, include more multimodal 
interactions, and mapping learning objectives with the soft skills 
emphasized by the World Economic Forum (WEF). 

 

INTRODUCTION   

Proficient English communication skills are vital for global connectivity and career advancement 
(World Economic Forum [WEF], 2019). However, non-native undergraduate speakers often lack 
confidence in spoken English (Hossain, 2024; Romero et al., 2024). This lack of proficiency in creates 
barriers for students, educators, and administrative staff to participate in the academic process 
(Romero et al., 2024). The World Economic Forum (WEF) highlights the need for improved language 
proficiency for workplace success (WEF, 2019). Employers also priotize listening and speaking skills 
for workplace communication (CambridgeEnglish, 2024). Traditional English language learning 
methods, which primarily emphasize reading and writing skills, are outdated (Hossain, 2024). In 
addition, undergraduate English language learners have limited learning content on textbook 
(Hossain, 2024; Madani, 2021). Approaches like this unfairly burden learners, especially those with 
weaker proficiency in grammar and vocabulary (Chan, 2024). Consequently, undergraduates have 
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limited opportunities to practice and improve their spoken English abilities, leading to a lack of 
confident in engaging in casual conversation in the workplace and daily life (Chan, 2024). 

Virtual reality (VR) technology was applied in learning environment to ensure the learners to study 
the English as a Second Language Learning (ESL) in the conservation in future (Hossain, 2024; Jayes 
et al., 2022). VR technology continued to gain momentum in 2014 because Mark Zuckerberg, the CEO 
of META, which was formerly called Facebook, spent $2 billion buying the Oculus VR company and 
subsequently introduced the Metaverse (Kraus et al., 2022; Saleekongchai et al., 2024). This action 
prompted many companies to explore VR possibilities, further enhancing VR technology. Hence, VR 
is described as a new dimension of participation, bringing learners to synthetic environments. It is 
an invaluable tool with potential benefits for language learning, offering ample opportunities to 
improve skills at anywhere and anytime (Huang et al., 2023). Former study found VR has the 
potential to develop language learners’ cognitive abilities in terms of improve memory retention, 
reduce cognitive load and critical thinking. However, the learning process often hindered by technical 
issues, slowing down the speed of completing task and low accuracy in terms of feedback. Most of the 
past study employed low immersion VR, which is by watching 360-degree video to learn language. 
The research also highlights the need of content customization and interaction needed for immersive 
learning experience. In addition to VR, generative artificial intelligence (GenAI) is known as one of 
the top ten emerging technologies. which can generate the content based on user input, offer 
personalized learning experiences (Jurgens, 2023; Nasir et al., 2024).  However, integration of GenAI 
with VR for language learning requires further exploitation to address the existing challenges.  

Therefore, the vision of the study is to assess the effectiveness of VR and Generative AI (GenAI) 
technologies in enhancing the English language learning outcomes. The vision is broken down into 
two research objectives to be achieved in this study as following  
1) To assess the content validity of VR GenAI application by gathering expert feedback on the 

content. 
2) To evaluate the usability of the integrated VR and GenAI to understand how effectively it 

enhances language learning. 
 

LITERATURE REVIEW 

Virtual Reality (VR) 

VR technology is rapidly advancing in fields like education, travel, and interviews (Philippe et al., 
2020). It offers dynamic virtual environments using head-mounted display (HMD) and controller, 
which employ sensors to mirror avatar actions with visual, auditory, and haptic feedback, thereby 
enhancing spatial memory and learning outcomes (Chen & Chen, 2022). VR has been shown to 
simulate real-life examples which can help them to overcome issues of low self-confidence in the 
process of learning language (Huang et al., 2023). Moreover, it motivates learners to practice English 
speaking and listening in various VR scenarios and with non-player characters (NPCs) without the 
need to travel abroad (Huang et al., 2023). However, challenges remain, particularly regarding the 
setup time of VR devices and students’ familiarity with the technology (Holly et al., 2021). This study 
aims to address this gap by designing user friendly VR features for interaction when learning 
language (Holly et al., 2021). Furthermore, existing virtual reality assistant language learning 
(VRALL) possess limitation in terms of pre-programmed NPC, which limit the variety of content to 
practice English speaking (Chen et al., 2022). By focusing this novel aspect, the study will contribute 
to the existing body of knowledge on improving language learning through personalized learning 
experiences VR.    
 

 



 

7369 

Generative Artificial Intelligence (GenAI)  

GenAI creates new content based on user prompts in natural language, leveraging advanced natural 
language processing (NLP) and large language models (LLMs) (Lv, 2023, UNESCO, 2023). Despite its 
benefits, concerns about GenAI’s drawbacks include job displacement, particularly in tasks like 
conversation, writing software code, and promotion (Dwivedi et al., 2023). Ethical debates also arise 
over its dual-use potential, as it can be employed for both beneficial and harmful purposes without 
discerning intent, which could lead to political and social issues (Coeckelbergh & Gunkel, 2023). 
Additionally, there's anxiety over creativity and copyright, as GenAI might generate content from 
existing works, potentially infringing on the rights of original authors and artists (Farina & Lavazza, 
2023).  

ChatGPT, a notable GenAI tool, was first launched by OpenAI in 2018, simulating human-like text 
conversations through deep learning (Ollivier et al., 2023). The technology evolved with the release 
of GPT-3 in 2020, and later, the enhanced GPT-3.5, designed specifically for conversational AI 
(Dwivedi et al., 2023). ChatGPT employs Whisper API for speech-to-text (STT) functions, using 
automatic speech recognition (ASR) algorithms to convert voice into text (Alharbi et al., 2021). To 
ensure security, HTTPS web requests encrypt audio data during transmission, maintaining privacy 
and integrity (Huang et al., 2022). The latest version of ChatGPT is noted for its improved accuracy 
in executing prompts. 

GenAI may introduce biased if the data trained consists of biased (Huang et al., 2022). Researchers 
and educators are advised to filter sensitive information using keywords to mitigate this risk (Huang 
et al., 2022). Second ethical consideration is who is responsible for the content generation and the 
potential to be used in destructive ways (WEF, 2023). For instance, the user may spread 
misinformation and deepfake videos (WEF,2023). Therefore, a proper copyright that should be 
addressed if the content is generated by GenAI (WEF2023). 

English Language Education  

Language learning requires structured guidance and disciplines, with motivation often fading due to 
tedious learning materials and process (Schorr et al., 2024). English is the most common foreign 
language learned by non-native speakers, focusing on vocabulary mastery (Schorr et al., 2024). 
Previous study showed various educational technologies applied in language education (Huang et al., 
2023). The common challenges applying technology in language learning includes differing language 
levels to achieve the similar learning outcomes (Huang et al., 2023). Most current language learning 
applications were predefined and lacking reliable speech production (Huang et al., 2023). Chatbots 
are common applications in HE for guidance (Romero et al., 2023). However, the previous chatbot 
content is predefined and display in a text form, limiting personalized experience of learners 
(Romero et al., 2023).  his study explores the usability of ChatGPT's speech-to-text (STT) features for 
conversational learning. By focusing on this innovative aspect, the research aims to provide insights 
for designing user experiences and interfaces (UX/UI) that facilitate language learning through 
speech. 

GenAI in English Language Education 

AI has revolutionized language education through automated grading, tutoring services, speech and 
pronunciation training, and personalized learning experiences. (Huang et al., 2023). GenAI adjusts 
content difficulty based on learners’ input, has shown to improved learning outcomes compare to 
traditional learning method (Huang et al., 2023; Yu & Guo, 2023). However, uncertainties remain 
regarding the accuracy and reliability of GenAI responses, particularly when compared to human 
responses (Rosario & Noever, 2023). Educators have shown reluctance to adopt GenAI due to a lack 
of technology experience and doubts about its reliability (Kohnke et al., 2024). This is shown where 
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feedback generated by AI tools may be biased, not logical and not accurate (Huang et al., 2023; 
UNESCO, 2023). To address these issues, prompt need to be clear and specific (Huang & Chen, 2023). 
Additionally, the performance of automatic speech recognition (ASR) and natural language 
processing (NLP) should be tested before implementation to account for variability in user input 
(Huang et al., 2023). Despite its potential, GenAI currently falls short in delivering personalized 
feedback to learners. (Romero et al., 2024). This study aims to mitigate these issues by investigating 
the right prompt instructions for designing conversation contexts and automated error checking, 
aiming to increase educators’ confidence in using VR for language teaching. 

METHODOLOGY 

The Analysis, Design, Development, Implementation and Evaluation (ADDIE) model is applied in this 
study to design the educational content to align with the virtual activities (Yu et al., 2021). The steps 
involve analyse and plan, design, test, build, review, and launch. The analyse and plan stage involves 
the discussion of learning content with English Language experts. This is to determine the VR English 
learning objective based on the level of English proficiency among undergraduate students. The user 
and scenario within VR environment is determined as well. In the design stage, the VR application 
called EasyEnglish is created using the Unity game engine. The ChatGPT prompt is designed by setting 
up background story for the NPC. The storyboard of EasyEnglish is sketched to visualize the entire 
game flow. Upon completion of implementation, the content of EasyEnglish is then validated by 
content experts to ensure accuracy and effectiveness of EasyEnglish. A usability test is conducted 
using system usability scale (SUS) test to evaluate the usability of integration between VR and 
ChatGPT. This research procedure was approved by the university ethics community. Participants 
were fully informed about the purpose of the study and they have right to withdraw anytime. 
Informed consent was obtained before the tests were conducted. Their identities were anonymized 
to ensure confidentiality and privacy. They were assigned to use wear MetaQuest headset and 
controller, explored the VR environment between 10 to 15 minutes to avoid nausea and discomfort 
(Meta, 2024).  

EasyEnglish VR Game Features 

The EasyEnglish VR game offers learners an exciting opportunity to select their own characters and 
role-play in a dynamic game scenario. For instance, in this challenging scenario, an NPC wants to 
invite friends to a birthday party, and it is the player's mission to communicate effectively with 
various guest NPCs at the party using the English language. Each NPC has their own unique 
personality, conversation style, and interests, so learners must always remain sharp and attentive. 
The game presents numerous challenging missions, such as giving gifts and fulfilling requirements, 
which require learners to demonstrate exceptional communication skills. The game features a wide 
array of interactive items, including gifts, food, and drinks, which require learners to master specific 
sets of vocabulary to interact effectively with NPCs. With this game, learners can significantly 
enhance their English language skills while enjoying an immersive and thrilling gameplay experience. 

Technical Implementation 

Architecture Design of EasyEnglish 

The EasyEnglish system, illustrated in Figure 1, integrates several NLP tasks to enhance language 
learning. Learners interact with ChatGPT NPCs, virtual conversational partners equipped to assess 
grammar and vocabulary usage. Through the Whisper 4.0 API, spoken input is seamlessly converted 
to text, facilitating interaction with NPCs and the VR environment. Text responses from NPCs 
undergo TTS conversion, enabling spoken feedback synchronized with lip movements via Oculus Lip-
sync technology. Additionally, ChatGPT evaluates learners' grammar and vocabulary usage, 
providing personalized feedback through the Assessment Menu. 
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Figure 1. The software architecture of VR English learning application, EasyEnglish. 

Design and Implementation of User Prompt Features 

Designing user prompts begins with a scenario background, NPC characteristics, and conversation 
instructions (Figure 2). To avoid lengthy responses, NPC replies have a word count limit. The prompt 
also includes grammar error detection and suggestion features, distinguishing between grammar 
checks and reply instructions. To maintain immersion, ChatGPT is programmed not to identify itself 
during conversations. ChatGPT then trims incoming messages and generates responses. In the game, 
ChatGPT's replies are shown in the dialog scene. If a grammar error is detected, a warning panel pops 
up for immediate learner review. The main menu features a conversation history section, allowing 
learners to review past interactions with NPCs. 

Speech-to-Text (STT) Process  

Integrating Whisper API into this VR English conversation game has transformed speech-to-text 
transcription, providing an immersive experience for learners. Implemented using the whisper-1 
model in Unity, Whisper processes speech with real-time accuracy, recognizing multilingual inputs 
and translating them into English efficiently. It captures low-volume speech precisely, allowing 
natural interactions with NPCs in the virtual environment. The script scans available microphones, 
presenting them in a dropdown menu for learners to choose from. Recording duration is set to 5 
seconds, with a progress bar indicating remaining time. Once recording is complete, Whisper API 
transcribes the voice to text, which is then sent to ChatGPT to generate a response during the 
conversation. 

Text-to-Speech (TTS) Process 

To enhance immersion, OpenAI’s TTS model has been integrated to convert text into natural-
sounding speech. This AI model captures nuances, inflections, and emotions, giving NPCs lifelike 
qualities. The TTS model enables diverse, engaging personas with distinct voices. Two models are 
used: TTS-1 for speed and TTS-1-HD for quality. In this project, the TTS-1 model implements the 
speech endpoint in the Audio API, offering six built-in voices for different NPCs. When ChatGPT 
generates a reply, the text is sent to the TTS Manager for sound synthesis. The TTS Manager uses the 
selected model and voice to convert text to audio, which is then played through the AudioSource API 
in Unity. 
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Figure 2. The conversation prompt design for NPC using ChatGPT. 

NPCs Integration with Dynamic Facial Expression  

The NPC is created from the combination of the avatar from Ready Player Me. Before loading the 
avatar from Ready Player Me, it needs to create its own avatar configuration to determine the morph 
target of the avatar such as Oculus Visemes, mouth smile, eye blink left and eye blink right. This avatar 
configuration will be placed in the Ready Player Me avatar load menu and the avatar designed in the 
Ready Player Me website can be imported now. The avatar with the avatar configuration will provide 
a render avatar which will determine the blend shapes for the setting of the morph target. After 
putting the render avatar into the skinned mesh render section of Oculus Lip Sync, the face animation 
will work normally and increase the realism of NPCs. 

NPCs Facial Realism Enhancement  

To enhance realism of NPC, the facial animation was implemented to enable the mouth to move like 
a human’s. The Oculus Lip Sync is integrated into this project which can act as an add-on plugin to 
sync avatar lip movements of an NPC to speech sounds from pre-recorded audio or live microphone 
input in real-time. This Lip Sync analyses the audio input stream from an audio file and predicts a set 
of values called visemes such as SIL, PP, FF, TH, DD, and KK which represent with its own phonemes 
to convert TTS. This can help to generate the gestures or expressions of the lips and face according 
to the speech sound. Finally, these visemes can animate avatars’ mouths so that they look like they 
are speaking, especially when combined with some postures defined. 

Language Assessment and Feedback 

In the process of language learning, learners often encounter challenges with grammar and 
vocabulary usage, leading to the needs of error correction for better understanding and 
improvement. Unlike the conventional methods where learners check grammar manually, 
EasyEnglish automate the process by leveraging ChatGPT’s capabilities within the VR platform.  
 

 

Instruction: I want you to chat with an English learner later. 
Assume that you are in the birthday party scenario and act as Billy, 
the host of this birthday party to celebrate your birthday. You also 

role play as the learner’s best friend since you met in primary 
school. Since you are a quiet and socially awkward person, you do 
not invite many people to your party. In this invitation, you mainly 
want to meet the learner because you have not chat face to face for 
a long time since graduating from the university. I will signal you 
when to start the conversation with the learner by typing “start” I 
will signal you to end the conversation with the learner by typing 

“end”. Do not create more than 15 words as possible for one 
sentence in the conversation. If you detect any grammar error from 

the learner’s sentence, please mention the correct sentence and 
provide explanation of the grammar error by using the following 

format. 

Conversation format: 

<Grammar Error Detection!!> The correct sentence is <Correct full 
sentence>. This is because <Explanation> 

<Your reply sentence> 
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Grammar Correction Assistance in EasyEnglish 

During the conservation, the learners may use wrong grammar in their sentences. Therefore, the 
correction needs to be provided so that the learners can understand the mistake that they made, and 
how to correct it. Normally, if browsing the ChatGPT website, Learners can check the grammar of 
sentences by utilizing the prompt “check grammar”. In EasyEnglish, the grammar checking function 
is implemented in Unity software. Therefore, there is a need for importing OpenAI API packages in 
Unity. After the implementing, the standard HTTP libraries in C# is used to make the REST API calls. 
Therefore, ChatGPT is applied to do the conversation and it can help to check the grammar errors 
that may have occurred in the learners’ conversation as shown in Figure 3. For example, if the 
learners say “I happy about it.” with the NPC, ChatGPT will detect the error and show the correct 
version below the learners’ sentence. An explanation of the corrected version will be provided after 
the learners have completed their sentence. In this case, ChatGPT will suggest changing the words to 
“I am also happy about it” so that the learners can understand grammatical error in the sentence 
used.  

 
Figure 3. Grammar Error Detection when Chatting with NPC. 

Vocabulary Learning Through Interactive Object  

In the virtual environment, multiple objects are labelled, so that learners can improve on their 
vocabulary. Whenever players interact with any of these objects by picking them up, the 
pronunciation of the object will be played in audio. (Figure 4). Through this learning method, learners 
can expand their vocabulary of nouns which are relevant to the virtual scenario, and hence improve 
their conversational ability. 

Content Validation Process 

The content validation was conducted to ensure the game’s elements, mechanics and features align 
with the intended goals and the experience in the whole game process. This form can also be used to 
gather feedback from the experts to ensure the game content pertains to the consistency and 
coherence of the original design. The content validation was held in a physical meeting by presenting 
EasyEnglish prototype directly. After presenting the application, the experts filled up their rating and 
feedback on the content validity form which contains six content aspects based on their expert 
judgment. A 4-point Likert scale ranging from “strongly disagree” to “strongly agree” was used to rate 
this content.  

During this content validation process, 3 different identity experts were selected to take part in the 
rating and comments. The first expert is a senior lecturer and game technology expert. He has a rich 
experience in VR and AR related knowledge. The second expert is an experienced lecturer whose 
expertise in Linguistics study. Her rich experience in English Studies plays an important part in 
validating the learning content. Finally, the last expert is a research leader and assistant professor. 
His expertise in the field of research can contribute to the overall quality of the research project. 
Table 1 displays the questions for the content validation. 
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Figure 4. Audio sound of vocabulary is played once player picked up the items. 

 
Table 1Content Validation Form for EasyEnglish 

 

Content Aspects Ratings 
1 2 3 4 

1 Grammar Accuracy:  
The content demonstrates proper grammar usage 
and structure. 

    

2 Vocabulary Accuracy: 
The choice of vocabulary is appropriate and 
relevant. 

    

3 Coherence of Conversation: 
The conversation flows logically and coherently. 

    

4 Relevance to Learning objectives: 
The content aligns with the intended learning 
outcomes. 

    

5 Appropriateness for Target Audience: 
The content is suitable and engaging for the 
specified audience. 

    

6 Overall Quality and Effectiveness: 
Overall, the meets high standards of quality and 
effectiveness for language learning. 

    

Usability Testing  

The usability of the EasyEnglish is divided into two primary stages. These stages include conduct 
survey using questionnaire and interview procedure. EasyEnglish VR game’s usability was assessed 
using the System Usability Scale (SUS) questionnaire developed by Brooke (1996) (Vlachogianni & 
Tselios, 2022). This collects valuable participant insights directly, aiding developers in enhancing 
game efficiency and user satisfaction (Vlachogianni & Tselios, 2022). Upon the completion of 
usability testing, the participants were interviewed to gather open-ended responses, concluding the 
evaluation process.  

According to usability study guideline from Nielson, 5 sample sizes are sufficient to identify mistakes 
found in a complete systems as larger sample sizes do not reveal more problem but time consuming 
(Nielson, 2000). In this study, 7 undergraduate students aged 18-25 who has less than 1 year 
experience in using VR devices were randomly selected. They are required to wear MetaQuest2 VR 
headsets for testing. After completed the testing, participants complete a Google Form with a ten-
item SUS questionnaire, indicating usability aspects on a 5-point Likert scale (Vlachogianni & Tselios, 
2022). These questions address satisfaction, helpfulness, and participant ideas, serving as a high-
validity measure. All participants are undergraduates from various disciplines, only two have prior 



 

7375 

VR experience. Lack of VR familiarity complicates testing but most participants successfully complete 
it. The collected data was calculated with the formula as shown in Figure 5 where 5 points will be 
deducted for questions with odd numbers and 25 points deducted for questions with even numbers. 
 
 
 
 
 
 
 
 
 
Figure 5. Formula for Calculation of SUS score 

RESULTS  

After the testing process, the result for the Content Validation Form and the System Usability Scale 
(SUS) Form had been collected from different experts and participants’ feedback. The result from the 
data collected can be used to determine this project’s satisfaction and perfect scale.   

Content Aspects and Ratings 

Agreements are calculated by adding the relevant ratings for each item provided by all experts. 
Ratings of 3 or above are considered as 1 (Yusoff, 2019). For example, experts in agreement for item 
1 (1+1+1) = 3 (Yusoff, 2019). The item-level content validity index (I-CVI) is then calculated by 
dividing the number of agreed items by the number of experts (Yusoff, 2019). For instance, the I-CVI 
of item 1 is 1 because 3 divided by 3 experts equals 1, while item 4's I-CVI is 0.6667 as 2 divided by 
3 experts yields 0.6667. Next, the Scale-Level Content Validity Index (S-CVI/Average) is determined 
by averaging the I-CVI scores across all items using (sum of I-CVI)/ (number of items). Here, S-
CVI/Average is 0.8889 [(1+1+1+0.6667+0.6667+1)/6]. The Scale-Level Content Validity Index (S-
CVI/Universal Agreement) is then calculated as (total agreement)/(number of items). With a total 
agreement of 4, divided by 6 items, the final score is 0.6667. 
Although the ideally acceptable S-CVI/Universal Agreement value is 1 based on the number of 
experts, calculations show that I-CVI, S-CVI/Ave, and S-CVI/UA have met satisfactory levels. 
However, the questionnaire's scale has an unsatisfactory level of content validity for items 4 and 5, 
indicating disagreement on relevance to learning objectives and appropriateness for the target 
audience. Hence, the I-CVI falls short of a full mark of 1 for each item, requiring improvement and 
further practice for setting learning objectives and revise the learning content for undergraduate 
students.  

SUS RESULTS 

Overall SUS Score  

The System Usability Score (SUS) result is calculated based on the formula outlined in Figure 6, 
utilizing data obtained from the evaluation process. This VR application project received a score of 
50.71, derived from the summation of all SUS Scores calculated. This score suggests that the 
application passed the usability test, with an average usability rating. A standard good usability score 
is typically 68, placing this application in the "OKAY" rating category (Shari et al., 2021). This 
indicates room for improvement within the VR application. Overall, the score of 50.71 suggests that 
learners found the application moderately usable, but with notable areas requiring enhancement. 
Consequently, some features of the application may cause confusion or dissatisfaction among 
learners, necessitating adjustments or enhancements to improve the overall user experience. 

X = total points for all odd-numbered questions -5 

Y = 25 – total points for all even-numbered question 

SUS Score = (X=Y) *2.5 

Total SUS Score for the project = Total SUS Score / participant 
involved.  
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Figure 6. Calculation of total SUS score for Easy English application. 

Individual Item Scores   

Figure 7 displays the individual score for each question. Question 1, 3, 5, 7 has the highest score of 3. 
Meanwhile, question 9 “I felt confident using this system” has the lowest score of 2. The results show 
feelings of neutrality among participants when it came to using this VR frequently. Question 2 has 
the highest score of 4, indicating that the participants agreed that the VR application is complex to be 
used. The result suggests that they may be some features of the systems are challenging for 
participants to access and navigate. This complexity could potentially contribute to the lower 
confidence level as shown in Question 9. Meanwhile Question 6, 8 and 10 has the lowest score of 2, 
indicating that participants disagree that there is inconsistency in the VR application and disagree 
that they need to learn a lot things before using this system. This result suggest that they felt that the 
learning process for using this application was relatively manageable. 
 

 
Figure 7. Individual score for each item 

Qualitative Insights 

Upon the completion of SUS questionnaire, open-ended comments are received during the discussion 
to gain deeper insights into user experiences and perceptions. The participants’ feedback is gathered 
with the following themes  

a) UI Interaction Enhancement  

The feedback regarding frustration with direct UI interaction aligns with the usability result 
indicating that participants found the VR application to be complex as shown in question 2. 
Participants noted frustration with the direct UI interaction, where they found it challenging in 
pressing the button precisely using this interaction method. This also contributes to the confidence 
of using the system (Question 9). To address this issue, VR ray interactor is suggested to improve 
user experience by facilitating easier button pressing compared to VR direct input. Furthermore, user 

Total SUS Score for this project = (42.5 + 27.5 
+ 57.5 + 77.5 + 47.5 + 52.5 + 50) 

= 355 / 7 

= 50.71 
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feedback that continuous input causes motion sickness after exploring the application for a certain 
time. Therefore, suggest to use teleportation for navigation within the scene.  

b) Event Feedback and Completion  

Majority of the participants found the game interesting but highlighted issues with the setup due to 
lack of experiences in VR, contributes to the low score for question 9. In addition, they felt that there 
is a lack of visual cues upon the game completion, indicating potential issues with the overall 
experiences (Question 1, 3, 5, 7). This absence of visual cues gave them a feeling that all missions had 
not been completed even though they had already been done. In this case, some improvement needs 
to be added such as importing the particle effect, victory sound and warning text to give a sense of 
progression. 

DISCUSSIONS 

Achievement  

Immersive Conversation Experience  

This application provides an immersive experience through VR technology to enhance user 
engagement and enjoyment in learning grammar and vocabulary. The design of GenAI NPC in 
EasyEnglish offers a diverse range of responses to player’s prompt, avoids repetitive dialogue, and 
provides a sense of realism to the conversation. As highlighted by experts, the conversation maintains 
coherence, seamlessly aligning with the game scenario, earning an average rating of 3. For instance, 
in cases where learners did not speak fluent English or provided irrelevant input, the NPC would 
apologize and inform them that it did not comprehend the meaning of the words mentioned. (Figure 
8). Additionally, the NPC could assign task to the player and express gratitude with a "thank you" 
gesture upon completion of the task as shown in Figure 9.  

Real-time feedback  

This application provides real-time feedback on conversation progress, grammar, and vocabulary 
errors, allowing learners to promptly identify and correct mistakes, which is crucial for language 
learning. As depicted in Figure 9, reaching 100% on the progress label signifies that learners have 
completed 4 to 5 conversations with the NPC. The smooth operation of these NLP tasks ensures 
uninterrupted interaction. Overall, the content adheres to high standards of quality and effectiveness 
in English language learning, as indicated by the average rating of 3 provided by the experts. 
 

 
Figure 8. NPC was able to identify irrelevant words in the conversation. 
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Figure 9. NPC showed gesture when saying thank you to the learners for completing missions. 

Limitation  

Although the Whisper 4.0 API is powerful, it has a limitation noted by experts: it automatically 
corrects grammar errors in the STT function in this conversation game. While the API accurately 
transcribes speech, its autonomous grammar correction may be limited by the complexity of 
language structure and contextual nuances. This presents an intriguing challenge as it auto-corrects 
grammar errors from learner input before sending it to ChatGPT. For instance, if learners' 
pronunciation is not perfect, the API may produce text that does not accurately reflect the learners' 
intended meaning. This confusion arises because the API selects the nearest text representation, 
which may not align with the learners' original intent. Consequently, this can lead to inaccuracies in 
the corrected or original meaning of the output, as the auto-correction process may prioritize literal 
grammar rules over contextual accuracy, resulting in semantically incorrect transcriptions. 

FUTURE STUDY 

Improvement on User Interface (UI) Accessibility 

Actual learners who have completed SUS commented and provided feedback in terms of UI 
accessibility as mentioned in section 4.2.3. To further improve usability, it is advisable to consider 
users' preferences for input methods. Incorporating raycast input for menu selection, rather than 
direct input, aligns with users' desire for smoother interactions. Similarly, integrating teleportation 
for navigation, instead of continuous input, enhances user comfort and reduces motion sickness 
concerns. For an enhanced user experience, the design of the STT menu must prioritize clarity and 
simplicity, catering to the needs of learners. The panel's scale should be optimized to prevent 
obstruction of reply prompts and NPCs, ensuring uninterrupted engagement. Additionally, 
minimizing the number of visual buttons reduces redundancy and streamlines operations. By 
relocating these functions to VR controller buttons, efficiency is improved for recording, cancelling, 
and sending actions. Similarly, the accessibility of the main menu in the party scene is crucial. 
Presently, learners are required to traverse to a specific location, potentially hindering immersion. 
To address this shortcoming, the main menu should be effortlessly accessible from anywhere via a 
simple click of a VR controller button, improving any sense of inconvenience and enhancing overall 
user freedom. 

Multimodal Interaction  

Furthermore, there remains untapped potential in leveraging the advanced capabilities of VR within 
this project. Take for instance, the intriguing possibility of integrating eye tracking technology. This 
innovative feature allows for the precise monitoring of learners' gaze within the virtual environment, 
enhancing immersion by providing subtle cues about where learners are focusing. Through seamless 
integration with gaze tracking, this functionality can enable specialized events such as activating 
buttons or initiating conversations with NPCs based on eye contact. This not only facilitates more 
natural and intuitive interactions but also offers an exciting avenue for researching body language 
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cues in virtual environments, thereby fostering confidence in speaking by allowing learners to 
practice maintaining eye contact and observing visual cues during conversations. 

Additionally, hand tracking emerges as a promising avenue for enriching user engagement. Presently, 
VR hand presentation relies on predefined models and animations, limiting gesture capabilities to 
basic actions like grabbing and poking. However, the integration of hand tracking technology opens 
up new possibilities for real-time gesture recognition, allowing learners' hands and fingers to be 
accurately represented within the virtual environment. This advancement eliminates the need for 
physical controllers, further enhancing the realism of interactions and providing a fertile ground for 
studying the nuances of non-verbal communication in virtual spaces. By enabling learners to learn 
and practice body language through hand gestures, this technology facilitates a deeper 
understanding of interpersonal communication and enhances the naturalness of NPC conversation. 
While undoubtedly a challenge, ongoing advancements in hand tracking technology hold the promise 
of delivering even greater accuracy and realism, thereby enriching the overall user experience in 
profound ways. 

Enhancement on Conversation Flow  

Speech Recording Process 

The STT function has a limitation in the chat recording duration, set at 5 seconds. Learners may feel 
a lack of control over their input as they rush to speak within this timeframe. Some learners must 
wait for the countdown to finish even if they have no speech to record. Improvements are needed for 
more flexibility. For instance, allowing learners to start and stop recording at their discretion would 
enhance usability. Alternatively, recording could begin simply by approaching the NPC, eliminating 
the need for controller buttons, and creating a more natural interaction experience. Through the 
minimize usage of button and controller, the NPC may be able to handle turn-taking and interruptions 
naturally during the conversation. 

Vocabulary Usage and Conversation Topic Integration 

Concerns were raised about the learning of vocabulary words in the game's scenarios, noted by 
experts. Some learners feel disconnected and hindered in the learning process due to the simple 
usage of vocabulary terms. Future studies should introduce vocabulary relevant in developing self-
efficacy and management skills acquired by World Economic Forum (WEF) such as self-efficacy, 
management, and engagement skills (World Economic Forum [WEF], 2024). These skills are 
important as it focuses on working with people (WEF, 2024). Furthermore, VR prepare a play-based, 
hands-on and safe environment for learning and practicing the conversation (WEF, 2024). Next, 
conversations should allow NPC to initiate responses autonomously, creating a more natural and 
realistic experience. For instance, if learners stand near the NPC without initiating a prompt, ChatGPT 
should initiate the conversation. Furthermore, concluding conversation topics selected by learners 
from the main menu in the starting scene can enhance educational value and ensure relevance to 
real-life scenarios, fostering an immersive learning experience. 

Learning Content Personalization 

Future study may include features to adjust the conversations difficulty according to individual 
learner’s English proficiency levels. This could be done designing prompt instruction which can 
generate personalized conversation. This could reduce the teaching load of educators in monitoring 
the students’ performance during the class.  
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CONCLUSION 

In conclusion, this research project has successfully demonstrated the potential of immersive VR 
technology coupled with GenAI to enhance language learning experiences. Through the utilization of 
VR technology, users were provided with an engaging and realistic environment conducive to 
grammar and vocabulary acquisition. The GenAI NPC creates dynamic conversation, offering non-
repetitive responses according to the user's prompts and maintaining coherence within the game 
scenario. Real-time feedback on conversation progress, grammar, and vocabulary errors proved 
invaluable for learners, effectively correct mistakes for the users. While the VR showcased significant 
achievements, several limitations and areas for improvement were identified. The integration of 
Whisper 4.0 API is limited by its auto-correction grammar features, which impacting the accuracy of 
assessment. Improvements in user interface accessibility, such as simplifying menu navigation and 
reducing controller functions, were recommended to enhance user experience. Additionally, the 
incorporation of multimodal interactions, including eye tracking and hand tracking technologies has 
potentially used for training attention and body language to foster confidence in conducting a 
conversation. Future studies should focus on enhancing conversation flow by addressing limitations 
in speech recording processes in VR environment and vocabulary usage distribution. Furthermore, 
the implementation of personalized conversation prompts based on individual learner proficiency 
levels could significantly enhance the efficacy of the application. Overall, this research represents a 
significant step towards leveraging emerging technologies to revolutionize language learning 
methodologies, paving the way for more immersive and effective educational experiences. 
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