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In the civil law system of voluntary guardianship, individuals may designate 
guardians for themselves in advance, who will assume guardianship 
responsibilities when they lose legal capacity in the future. With the 
development of network technology, Artificial Intelligence(AI)  has become an 
amalgamation of cutting-edge technologies worldwide. By collecting, 
analysing, and outputting information on the behaviours of citizens, AI can 
assess their daily life needs and make judgements that are more beneficial for 
individual development. Whether AI can become guardians and participate in 
the future lives of citizens is a question. Once AI or its developers become 
designated guardians, the allocation of guardianship responsibilities will differ 
from those of traditional natural persons acting as guardians. This article 
discusses through literature analysis and comparative law. It believes that AI 
possesses a highly instrumental nature. Furthermore, given the immaturity of 
AI technology, voluntary guardianship requires not only rational judgement 
but also emotional analysis, which clearly reveals the shortcomings of AI. 
Therefore, the responsibility of voluntary guardianship should be borne by its 
developers. Additionally, it is particularly necessary to determine and allocate 
rights and obligations in guardianship agreements. By employing a 
combination of various systems, the legitimate rights of the ward can be 
maximally protected. 

INTRODUCTION  

Voluntary guardianship refers to the process by which an adult with full legal capacity can 
prearrange, in writing, their guardian with close relatives, other individuals willing to act as 
guardians, or organizations (Yan Zi, 2023). The appointed guardian, determined through negotiation, 
assumes guardianship responsibilities when the adult loses or partially loses their legal capacity for 
civil conduct. Therefore, the system of voluntary guardianship holds significant importance in 
universally safeguarding adult individuals who have completely or partially lost their capacity to 
conduct civil affairs (Lee Rebecca, 2019). In traditional civil law theory, conditional civil legal acts 
(contracts), such as voluntary guardianship agreements, often utilise notarization as a means of 
supervision to safeguard the interests of all parties and oversee their conduct (Kirenci Mohammed, 
2018). Currently, with the development of network technology, Artificial Intelligence (AI) is 
becoming more widespread. The emergence of strong AI has led some people to have higher 
expectations for this emerging industry. Various products, such as AI companions and AI 
housekeepers, have emerged (Wang Lei et al., 2021). In the field of civil law, whether AI can be 
incorporated into guardianship systems, replacing traditional guardianship roles, has become a topic 
of societal discussion. Based on prior research, it is not difficult to find that there is currently no 
consensus on whether AI can become a legal entity (Wojtczak Sylwia, 2022). There is still 
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considerable controversy over this issue, with three main theoretical perspectives: affirmation, 
negation, and compromise. Certainly affirming support for AI to become a new type of civil legal 
entity, while denying it says the opposite. The compromise argument proposes a relatively vague 
solution by combining the viewpoints of both sides. Based on different perspectives, the qualification 
of AI as an appointed guardian will also be acknowledged to varying degrees, thereby resulting in 
different levels of legal implications. Therefore, this article first needs to confirm this issue. 
Additionally, after confirming the guardianship identity of AI and related civil entities, a reasonable 
allocation of rights and obligations regarding guardianship will be made. Unlike human guardianship, 
AI, despite being supported by high-frequency algorithms, finds it challenging to achieve the same 
level of supervision over large user groups as humans do (Cañas José J., 2022). But this does not mean 
that AI lacks its own intrinsic value. Therefore, there is a need to discuss this issue, optimise 
institutional design and supervision in voluntary guardianship agreements, and utilise notarial 
systems for supervision to safeguard the legitimate rights of the wards. Through discussing the above 
two aspects, this article aims to address a series of issues existing in the AI-assisted guardianship 
system. Theoretically, fill the gaps in the subjectivity and voluntary guardianship systems of AI and 
provide samples for writing relevant agreements and delineating rights and responsibilities when 
carrying out guardianship using AI. 

1. RESEARCH METHOD 

To delve into the feasibility of AI acting as guardians and to construct a strategy for voluntary 
guardianship, this article will employ a multi-layered research approach to explore this issue, 
including data collection and analysis. 

In terms of data collection methods, this article primarily employs literature collection to acquire 
relevant data. Firstly, integrate data from academic papers, laws and regulations, and relevant 
reports in fields such as law, ethics, AI, etc. By utilising authoritative databases such as Google 
Scholar, CNKI, and other academic search engines, this article ensures access to the latest and most 
comprehensive information regarding AI, civil legal subjects, and voluntary guardianship. 
Furthermore, through a review of existing legal regulations and literature, this article aims to identify 
the views of different scholars on the current state of the law on voluntary guardianship and AI. 

In terms of data analysis, this article mainly uses literature analysis and comparative method to deal 
with the relevant data. By systematically organising and analysing the literature, key concepts, 
theoretical perspectives and research insights are established. In addition, this article focuses on the 
application of AI in the field of voluntary guardianship, examining the regulations on guardianship 
systems, as well as discussions on this phenomenon. In the process of analysing the literature, this 
article will review and summarise the findings and shortcomings of existing research to provide 
theoretical and practical support for the development of voluntary guardianship. 

In conclusion, this article utilises a combination of literature collection, analysis, and the comparative 
method to integrate and refine research data, aiming to establish a comprehensive and systematic 
qualitative research framework. During the data collection stage, fully utilise literature resources to 
construct a theoretical legal model. In the data analysis stage, employ methods such as literature 
analysis and comparative law to delve into the potential issues surrounding AI as a guardian and 
viable solutions. Simultaneously, continuously reflect on and adjust research methods and strategies 
to ensure the scientific validity and reliability of research outcomes. 

2. RESULT AND DISCUSSION 

3.1 Voluntary Guardianship and Notarial System 

The Voluntary Guardianship System in China 

According to Article 33 of the Civil Code of the People’s Republic of China, the exact meaning of 
voluntary guardianship is: 
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“The voluntary guardianship system refers to the arrangement wherein fully capacitated adults may, 
through prior consultation with their close relatives, other willing individuals, or organisations, 
determine their guardians in writing. These appointed guardians will assume guardianship 
responsibilities in the event of the adult’s total or partial incapacity.” 

Based on this definition, it is not difficult to find that in China’s current civil law theory, voluntary 
guardianship needs to meet three conditions ( Xiao Yongping, and Qin Hongman, 2019). 

First, in the signing of the voluntary guardianship agreement, both parties to the agreement should 
possess full legal capacity. Legal capacity refers to the qualification of a civil subject to participate in 
civil legal relations, obtain civil rights, fulfil civil obligations, and assume civil liabilities through their 
actions (Muniskhon Usmonova, 2021). According to the relevant provisions of China’s Civil Code: 

“Article 18 Adults are persons with full capacity for civil conduct and can independently engage in civil 
legal acts. Minors over the age of 16, whose main source of livelihood is their own labour income, are 
considered to have full capacity for civil conduct.” 

It is not difficult to find that the capacity for civil conduct of a natural person refers to the ability of 
the individual to independently express intention and engage in civil conduct (Zamira 
Esanova,2022). The natural person needs to meet certain age requirements in order to gain full legal 
capacity for civil actions (Muniskhon Usmonova, 2021). The legal capacity of a legal person refers to 
the qualification of the legal person as a subject of civil law to enjoy civil rights and assume civil 
obligations through its actions. The legal capacity of a legal person arises upon its establishment and 
ceases upon its termination (Kareva I.D., 2019). If one party lacks the full capacity to engage in civil 
activities at the time of contracting, the voluntary guardianship agreement will affect the final 
effectiveness of the contract due to the lack of contracting eligibility by the principal, thus failing to 
generate the civil law effects sought by the parties when entering into the agreement. 

Second, the voluntary guardianship agreement is a conditional civil legal act (Nwakasi C, and A 
Restorick Roberts, 2018). The guardian assumes guardianship duties when the ward loses or 
partially loses civil capacity. At the time of signing the voluntary guardianship agreement, the ward 
possesses full civil capacity and does not require care. It is only when they lose or partially lose civil 
capacity that the voluntary guardian begins to fulfill their duties. 

Third, voluntary guardianship agreements must be in writing (Zhu Xuelin, 2023). The content of 
voluntary guardianship directly affects the significant interests of the ward, and guardians typically 
commence their duties sometime after the agreement is signed, often in the distant future. Therefore, 
to minimise disputes, the law stipulates that voluntary guardianship agreements must be established 
in written form. 

Notary Intervention 

Since the revision of the Civil Code in 2021, the voluntary guardianship system in China has gradually 
entered the public eye. The purpose of establishing the voluntary guardianship system is to safeguard 
the legitimate rights and interests of the ward from unlawful infringement (Cui Hanyuan, 2022). 
Therefore, the voluntary guardianship system also requires third-party institutions to supervise and 
urge all parties to fulfil their obligations. After the commencement of the voluntary guardianship, due 
to the lack of cognitive ability on the part of the ward, it is difficult to supervise the performance of 
the voluntary guardianship agreement through their own efforts. If the guardian fails to fulfil the 
guardianship obligations according to the agreement, it will greatly harm the ward’s many legitimate 
rights and interests, such as personal and property rights. Currently, China mainly relies on the Civil 
Code and relevant judicial interpretations for single-post-event supervision of voluntary 
guardianship. 
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“Article 36... ... the people’s court shall revoke their guardianship qualification upon application by 
relevant individuals or organisations, arrange necessary temporary guardianship measures, and 
appoint a guardian in accordance with the principle most beneficial to the ward: ... ...” 

“(Judicial Interpretation) Article 11 If an adult with full capacity for civil conduct and another party, in 
accordance with Article 33 of the Civil Code, enter into a written agreement and pre-determine their 
guardian, if either party requests to terminate the agreement before the adult loses or partially loses 
their capacity for civil conduct, the People’s Court shall support it according to the law. After the adult 
loses or partially loses their capacity for civil conduct, if the guardian designated in the agreement 
unreasonably requests to terminate the agreement, the People's Court shall not support it.” 

This supervisory mode still has deficiencies. Post-supervision does not effectively protect the 
legitimate rights and interests of the wards. Although relevant individuals or organisations have the 
right to apply to the court to revoke the qualifications of guardians due to the above-mentioned 
situations and to arrange necessary temporary measures to protect the legitimate rights and 
interests of the wards, such as personal property, at this time the relevant rights of the wards have 
already been compromised (Nwakasi C, and A Restorick Roberts, 2018). In addition, the scope of civil 
entities eligible to apply for post-supervision is broad, and the law does not provide detailed 
regulations on the rights and obligations between eligible entities, which may lead to phenomena of 
mutual evasion of responsibility. 

Therefore, China has begun to explore the use of notarization for effective supervision of 
voluntary guardianship in civil law practice. Notary offices primarily supervise 
voluntary guardianship agreements in accordance with Article 11, Clause 11 of China’s Notary Law, 
which states, “Notary offices handle the following notarization matters upon application by natural 
persons, legal persons, or other organizations: ... ...(11) Other notarization matters voluntarily applied 
for by natural persons, legal persons, or other organisations.” 

In the current judicial practice in China, there is often a choice to involve notarization in voluntary 
guardianship (Yan Zi, 2023). Notarization intervention refers to the notary office acting as the 
adjudicating body, combining the applications of both parties involved in voluntary guardianship, 
clarifying their respective opinions, signing the purpose of voluntary guardianship, and assessing the 
true intentions of the parties to the agreement (Ekaterina V. Mikhaylova, 2023). Then, a detailed 
examination of the content and form of the agreement is conducted, and a corresponding 
notarization decision is made in accordance with the law. 

Currently, the motivations for a ward to choose voluntary guardianship generally include several 
aspects. Firstly, it is based on explicit prearrangements concerning medical care, end-of-life care, and 
other medical measures. Secondly, arrangements are made for the ward’s basic living, support, and 
assistance after the loss of legal capacity. Thirdly, arrangements are made for the management, 
disposal, and division of real estate, other significant assets, and inheritance (Taofik, and Sri 
Kusriyah, 2022). 

Notarization intervention in the voluntary guardianship system can prevent moral risks and assist 
the ward in managing their property by preparing detailed inventories for inspection (Ellyca and 
Winanto Wiryomartani, 2023). Notary institutions can constrain and supervise the content of 
agreements before voluntary guardianship occurs, as well as supervise the performance of 
agreements after they take effect (Kašćelan et al., 2021). Through notarial supervision of voluntary 
guardianship, the subsequent cost of proof can be greatly reduced, effectively saving judicial 
resources. 

3.2 Whether AI Can Become a Subject of Civil Law 

AI is the technology that simulates and replicates human intelligence through computer-based or 
computer-controlled machines, enabling them to learn from experience (Tripathi Satvik, 2021). 
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Based on the disparity between the learning capabilities of AI and human cognition, academia 
categories AI into strong AI and weak AI (Sarker Iqbal H., 2022).  

Weak AI can achieve the goals set by users, but there is a significant gap between its capabilities and 
the cognitive level of normal humans (Jarrahi Mohammad Hossein, 2018). Strong AI, on the other 
hand, employs more sophisticated algorithms and data processing, enabling it to closely mimic 
human thinking, problem-solving, and planning (Butz Martin V., 2021). It can rapidly learn from 
experiences and replicate them, approaching human cognitive abilities to a high degree. The debate 
over whether AI should be included as legal entities in civil law primarily focuses on the domain of 
strong AI (Wojtczak, Sylwia, 2022). 

Currently, the level of anthropomorphism in AI is rapidly advancing globally, leading to an increasing 
number of examples where AI is being considered in theoretical research and legal practice regarding 
civil legal subjects (Lim Jongsoo et al., 2020). In 2010, Japan provided a hukou for Paro, a pet robot 
used in psychotherapy (Petersen Sandra et al., 2016).  In 2017, Saudi Arabia bestowed citizenship 
upon the humanoid robot Sophia, making her the first robot in history to obtain citizenship (Johnson 
Sylvester A., 2019). 

In the face of the rapid development of strong AI, combined with relevant theories from 
jurisprudence, ethics, and AI studies, there is currently no consensus in the academic community on 
whether AI can obtain citizenship. Based on this, this article discusses whether strong AI can become 
a subject of civil law. 

Affirmative Proposition 

Some scholars advocate granting AI the qualification of legal personality. Within this classification, 
some scholars suggest applying the legal person establishment model to AI, considering it a legal 
entity. For instance, scholar Yi Jiming points out that current AI, due to its highly anthropomorphic 
characteristics, exhibits a certain degree of humanoid thinking, leading to AI gradually transcending 
the category of mere objects (Ballardini et al., 2019). However, AI still remains a tool serving 
humanity, thus becoming a third kind of entity that is neither human nor an object. Therefore, by 
referencing the legal person system and employing legal methods, AI can be endowed with a legal 
status equivalent to that of natural persons. 

Other scholars argue that AI should be defined as electronic persons. Scholar Guo Shaofei believes 
that with the advent of the era of AI, various forms of relationships between humans and machines 
are emerging (Gordon et al., 2024). Currently, there is a trend for AI to develop into electronic 
persons, with legislative precedents or trends existing in many countries worldwide. Hence, it is 
possible to draw on relevant legislation to define AI as electronic persons. 

Furthermore, scholar Lawrence Solum points out that if AI behaves correctly and the cognitive 
processes behind these behaviours are similar to those of the human brain, there can be sufficient 
reason to consider AI as a person (Novelli Claudio, 2022). Tom Allen and Robin Widdison argue that 
extraterritorial laws provide for various legal entities, such as ships, companies, and international 
organisations that meet specific conditions without specifying standards for recognising or denying 
the personhood of any entity (Aikenhead M, 1999). Therefore, theoretically, considering computers 
as people is feasible. Alzbeta Krausova believes that current AI remains merely a tool of humans, 
lacking legal personality, and can be regulated within the framework of contract law regulations. 
However, the possibility of AI acquiring legal personality in the future cannot be ruled out. A third 
legal entity could be created to regulate AI based on its differences from natural persons and legal 
persons. Shawn Bayem  proposes the construction of “non-member limited liability companies” to 
explore the possibility of granting AI legal personhood (Bayern, Shawn, 2016). 

It is not difficult to find that there are several reasons for supporting AI as a legal entity. Firstly, 
granting full legal personality to AI is necessary in theory and practice. Including it as a legal subject 
can smoothly resolve various civil issues arising in the era of AI. Secondly, AI possesses self-
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awareness. Currently, AI can already independently complete some tasks and is gradually breaking 
through its original instrumental nature. Therefore, merely considering AI as a tool cannot directly 
negate its anthropomorphic self-awareness. Thirdly, the autonomous learning ability of AI enables it 
to independently make certain decisions, so it is unfair to solely hold the producer responsible. 

Negation Proposition 

Some scholars deny the qualification of AI as a legal subject in civil law. Chinese civil law expert Wang 
Limin believes that although AI is developing rapidly, based on the current level of technology, it has 
not yet been able to pose disruptive questions (Wang Liming, 2020). Therefore, in the short term, 
traditional theories of legal subject qualification should still apply, and AI should still be recognised 
as a legal object. 

Additionally, some scholars argue that AI can be seen as animals. They point out that AI is closer to 
animals than to legal persons, unable to be endowed with legal personality (Chessman Christian, 
2018). It should neither be capable of nor held independently liable under the law; legal 
responsibility always falls on humans for the actions of robots. Current AI can possess a certain level 
of “self-awareness,” making it closer to animals with self-awareness, both of which are regarded as 
objects of the law. 

Another group of scholars believes that AI can be regarded as a special entity. Given the human-like 
attributes of AI, it should be recognised as a special entity within the legal framework. Scholar Liu 
Honghua argues that although current AI exhibits human-like consciousness, it has not developed 
rationality (Liu H., 2019). Therefore, granting it civil subject status similar to that of natural persons 
holds little significance for solving social issues. Yang Lixin suggests that AI should be endowed with 
an artificial personality (Yang Lixin, 2018). The legal status of AI in civil law should belong to artificial 
personality, which is a kind of civil subject qualification similar to or close to natural personality 
possessed by artificially created beings. 

Furthermore, Aishwarya Limaye argues that although AI reaches a high level of anthropomorphism 
and surpasses humans in certain fields, it was fundamentally created as a tool by humans (Limaye 
Aishwarya, 2017). Regardless of its development, AI can never become a legal entity, unable to 
possess rights and obligations. Susanne proposes the software agent theory, asserting that AI merely 
functions as a software agent processing information according to pre-set human programmes and 
cannot act as a decision-maker (Beck Susanne, 2016). Solaiman contends that robots, lacking 
cognitive and volitional capacities, are rational creations without the four criteria for personhood: 
legal subjectivity, rights, obligations, self-awareness, and the ability to exercise rights (Solaiman, S. 
M., 2017). 

From this, it can be seen that the negation of AI mainly includes the following reasons: Firstly, AI 
lacks subjective thinking ability. The so-called artificial neural networks of AI are modeled after the 
human brain, but algorithms are fundamentally a series of program instructions aimed at solving 
problems, ultimately unable to possess the breadth of thinking like human beings and unable to 
simulate and reproduce the essence of human thinking. Therefore, AI does not possess a subjective 
thinking ability similar to that of humans. Secondly, AI lacks self-awareness. Although current AI can 
independently complete certain tasks, it cannot acquire human consciousness. The consciousness of 
AI lacks social attributes and human subjective initiative; therefore, it does not belong to human self-
awareness. Thirdly, AI lacks human rationality. Human rationality is divided into practical rationality 
and theoretical rationality, the former being expressed in free will and the latter in self-
consciousness, with the latter being a prerequisite for free will. AI lacks free will because it does not 
possess self-consciousness; therefore, AI lacks practical and theoretical rationality and thus cannot 
possess human rationality. 

Compromise Proposition 
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This viewpoint holds that AI should be recognised as a legal entity with limited personhood. Yuan 
Zeng believes that under existing conditions, it is more appropriate to define AI as a special entity 
capable of independent expression of thought with the nature of an intelligent tool (Yuan Z., 2017). 
Although AI can exhibit behaviours with a certain degree of autonomy, due to its lack of 
accountability, it cannot fully bear the consequences of its actions, so the legal personhood of AI is 
limited. 

Based on the premise of the limited legal personhood of AI, special legal standards different from 
those applicable to ordinary legal entities should be applied, namely the “Principle of Piercing the 
Veil of AI.”(Cheong Ben Chester, 2021) According to this principle, the actual controller of AI is the 
rights holder; therefore, although AI possesses legal personhood, this status is not fully sufficient but 
rather limited.  

As a type of intelligent tool created by humans, AI ultimately serves the goal of human societal 
development. Human rights should therefore take precedence over those of AI, and it is reasonable 
for the actual controller or person responsible for AI to bear the damages caused by it (Prabhakaran 
et al., 2022). 

Xu Zhongyuan(2018) believes that fundamentally, AI is a type of artificially created intelligent tool 
designed to serve the development of human society; therefore, the legal personhood enjoyed by AI 
should be characterized as limited instrumental personhood. 

Gabriel Hallevy(2010) suggests that given the uniqueness of AI, consideration can be given to 
granting it legal personhood, but it ultimately lacks the same level of thinking and behavioral 
capabilities as humans, and there will always be inherent differences compared to humans; thus, the 
legal personhood of AI should be limited. 

It can be observed that the above-mentioned doctrines primarily encompass three aspects. Firstly, 
the capacity for rights enjoyed by AI is limited. Unlike natural persons and legal entities, the rights 
and obligations of AI are restricted. Due to its instrumental nature, AI does not possess ethical 
personality rights but rather holds property rights with certain economic attributes, while also 
bearing relevant obligations. 

Secondly, the capacity for actions enjoyed by AI is limited. AI serves as a man-made intelligent tool 
for the development of human society, possessing a limited instrumental personality as recognised 
by law. The user or possessor of AI is the ultimate controller and supervisor of its actions.  

Thirdly, the capacity for responsibility enjoyed by AI is limited. Unlike the independent liability 
capacity of natural persons, legal entities, and non-legal entities, although AI can, to a certain extent, 
participate independently and autonomously in civil activities detached from human control and 
supervision, exercising civil rights, and assuming civil obligations, it can only bear limited liability. 
This indicates that the responsibility capacity of AI is limited. 

3.3 Limitations of AI in Voluntary Guardianship System 

Through the aforementioned research, it can be observed that AI, as a potential guardian, faces 
numerous limitations and challenges in its identity. Despite significant technological advancements, 
current AI remains fundamentally a programmed tool utilising computer coding, lacking 
independent consciousness and moral judgement capabilities (Davis Josh Paul, 2019). Consequently, 
there exist a series of identity constraints that it cannot overcome, rendering it difficult to be 
recognised as a legal entity, particularly in assuming the role of a guardian within guardianship 
systems, especially those based on voluntary arrangements. 

Firstly, AI lacks independent consciousness and agency in the system of intentional supervision. AI 
operates based on programmed procedures, although it demonstrates mimicry learning and 
experience reproduction during this process. However, fundamentally, its operation is entirely 
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constrained by predefined algorithms and instructions. Due to the absence of independent 
consciousness and autonomy, AI cannot become a legal subject with independent consciousness and 
agency like natural persons. In voluntary guardianship, guardians are required to make choices that 
are most beneficial to the ward while also endeavouring to accurately represent the ward’s true 
intentions, as explicitly required in the Civil Code. 

“Article 35 Guardians shall fulfil their guardianship duties in accordance with the principle most 
 beneficial to the ward. Guardians may not dispose of the ward’s property except for the purpose 
of safeguarding the ward's interests. When guardians of minors make decisions related to the ward's 
interests, they shall respect the ward's true wishes based on the ward's age and mental capacity. 
Guardians of adults shall, to the greatest extent possible, respect the ward's true wishes, safeguard, and 
assist the ward in carrying out civil legal actions appropriate to their mental and mental health 
condition. Guardians shall  not interfere with matters that the ward is capable of handling 
independently.” 

This kind of need reflects extremely strong human cognitive attributes, obviously beyond the scope 
of AI’s procedural capabilities. 

Secondly, AI is still constrained by its instrumental nature (Chesterman Simon, 2020). Currently, AI 
still exhibits a high degree of instrumental characteristics, essentially being used as a tool. Despite 
possessing some degree of intelligence in data analysis, judgement, and decision-making, its actions 
are always bound by programming and algorithms, unable to transcend the intentions and control of 
its designers. Therefore, considering AI as possessing voluntary guardianship responsibility poses 
difficulties. 

Thirdly, AI cannot enter into contracts. In the context of voluntary guardianship, guardian 
agreements need to be reached and contracts signed between guardians and wards to ensure the 
clarity and legality of guardianship responsibilities. However, AI lacks independent legal personality 
and the ability to enter into contracts, thus making it unable to participate as a party to the signing 
and fulfillment of agreements. 

Fourth, AI is not the subject of a legal relationship, and therefore AI does not have social attributes. 
In addition, although AI is capable of some thinking, these thoughts are formed based on algorithms 
and do not represent emotions. Therefore, AI is not capable of emotional analysis. In intentional 
guardianship, not only does the guardian need to judge the real situation of the ward, but also needs 
to subjectively carry out emotional analysis. This means that the AI is required to empathise with the 
ward as much as possible, which obviously the AI cannot do. That is to say, AI cannot do the same as 
a natural person to understand and help the ward, so as to do things that satisfy the true wishes of 
the ward. 

Fifthly, joint guardianship responsibilities can be established. Since AI cannot independently act as a 
guardian for guardianship, its guardianship responsibilities should be considered shared between 
the AI and its developers. Developers, as creators and managers of AI, should supervise and manage 
the behaviour and decision-making of AI during the guardianship process to ensure its legality and 
fairness. 

In conclusion, although AI can to some extent participate in the daily lives of legal subjects and 
achieve guardianship of the ward through data analysis and decision support, its inherent limitations 
and deficiencies make it difficult for it to independently act as a guardian for guardianship. Therefore, 
in the voluntary guardianship system, careful consideration should be given to the scope of 
application and allocation of guardianship responsibilities to AI to ensure the legality, fairness, and 
humanization of the guardianship process. 

3.4 Establishing the Rights and Obligations of AI in Voluntary Guardianship 
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In voluntary guardianship, establishing the rights and obligations of AI is a complex and difficult task. 
Therefore, it is necessary to clarify the role, rights, and obligations of AI in voluntary guardianship 
and propose solutions. 

Firstly, it needs to be established that AI is a tool. Therefore, in intentional guardianship, AI can only 
take on the function of assistance. AI is a computer system with tool properties. Therefore, AI can be 
used as an auxiliary tool to help observe the state of the ward and provide information to the 
guardian to help the guardian better deal with the daily affairs of the ward. 

Based on the above points it is easy to see that AI is not suitable to be a guardian. AI developers are 
better suited to be the primary guardians than the AI itself. Developers are more familiar with the 
operation of AI and can make good use of AI to deal with various matters. 

In addition, AI is not a legal subject and naturally cannot be held liable under tort law. When AI causes 
unfavourable guardianship, only the developer can be held responsible for the product. Therefore, 
AI is only suitable to be a product rather than a civil subject in all aspects. When there are 
unfavourable reasons that can be attributed to AI, the developer's responsibility can be reduced 
appropriately. 

3.5 Notary Supervised AI Voluntary Guardianship System 

It goes without saying that, as an independent third-party certifying body, the involvement of a 
notary in the entire process of intended guardianship is of great significance. The notary’s credibility 
and proof can help the guardianship agreement to be implemented better, and can also fix the rights 
and obligations of both parties to the agreement. In the whole process of intended guardianship, the 
notary organisation is able to carry out a full range of certification supervision before, during, and 
after the process, to ensure the integrity of intended guardianship. 

In the presence of a notary public, the ward and the developer of the AI sign an Intended 
Guardianship Agreement. The notary not only witnesses the signing of this one agreement but also 
examines the AI product. In other words, the notary examines the AI's system settings, the condition 
of the machine, etc., and elaborates on the performance of the AI, the degree of intelligence (strong 
AI or weak AI), the storage, processing, and sending of the data, etc., in the notary's words. This 
practice is actually an ex ante preventive measure to prevent the inability to determine mutual 
responsibility in the event of future infringement disputes by fixing the state of the AI. 

When the ward loses civil capacity, the AI developer sends the relevant product data to a notary for 
data preservation. The notary compares the relevant data to ensure that the AI has not been 
tampered with or processed. Throughout the guardianship process, the AI sends all behavioural data 
to the notary for evidence fixation. The notary uses blockchain technology to store the data to ensure 
the authenticity of the material. When there is a cause of infringement, the notary transmits the data 
to the court, which conducts a trial based on the principles of the rules of tort liability. 

3.  CONCLUSION 

Currently, AI technology is not mature enough to be used well in intentional monitoring. It is 
impractical to rely solely on AI in the guardianship process. Involving developers can, on the one 
hand, make decisions that satisfy the true wishes of the ward, and on the other hand, resolve the 
present controversy that AI cannot become a civil subject. The developer signs an agreement with 
the ward, using AI to monitor the guardian’s behaviour and ensure that the ward's legitimate rights 
and interests are not violated. In addition, the data is transmitted to a notary for storage. When there 
is a cause of infringement, the notary transmits the various data retrieved by the AI to the court, 
which helps the court to determine the allocation of responsibility. Also in guardianship, the notary 
can supervise the signing of the agreement and confirm its content. This is effective in preventing 
disagreements that arise, while also strengthening the protection of the rights of the ward. At present 
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, AI still faces significant legislative, technical, and ethical limitations and obstacles, but this does not 
affect its ability to become a very important tool in the system of intentional guardianship. 

4. REFERENCES 

Aikenhead, M. (1999). Exploring law through computer simulation. International Journal of Law and 
Information Technology, 7(3), 191–217. https://doi.org/10.1093/ijlit/7.3.191 

Ballardini, R. M., He, K., & Roos, T. (2019). AI-generated content: authorship and inventorship in the age 
of artificial intelligence. In Online Distribution of Content in the EU. Edward Elgar Publishing. 
https://doi.org/10.4337/9781788119900.00015 

Bayern, S. (2016). The Implications of Modern Business–Entity Law for the Regulation of Autonomous 
Systems. European Journal of Risk Regulation, 7(2), 297–309. 
https://doi.org/10.1017/S1867299X00005729 

Beck, S. (2016). The problem of ascribing legal responsibility in the case of robotics. AI & SOCIETY, 31(4), 
473–481. https://doi.org/10.1007/s00146-015-0624-5 

Butz, M. v. (2021). Towards Strong AI. KI - Künstliche Intelligenz, 35(1), 91–101. 
https://doi.org/10.1007/s13218-021-00705-x 

Cañas, J. J. (2022). AI and Ethics When Human Beings Collaborate With AI Agents. Frontiers in Psychology, 
13. https://doi.org/10.3389/fpsyg.2022.836650 

Cheong, B. C. (2021). Granting legal personhood to artificial intelligence systems and traditional veil-
piercing concepts to impose liability. SN Social Sciences, 1(9), 231. 
https://doi.org/10.1007/s43545-021-00236-0 

Chessman, C. (2018). Not Quite Human: Artificial Intelligence, Animals, and the Regulation of Sentient 
Property. SSRN Electronic Journal. https://doi.org/10.2139/ssrn.3200802 

Chesterman, S. (2020). ARTIFICIAL INTELLIGENCE AND THE LIMITS OF LEGAL PERSONALITY. 
International and Comparative Law Quarterly, 69(4), 819–844. 
https://doi.org/10.1017/S0020589320000366 

Cui, H. (2022). Study on the Guardianship Supervision System of Minors in the Civil Code. Beijing Law 
Review, 13(03), 507–514. https://doi.org/10.4236/blr.2022.133032 

Davis, J. P. (2019). Artificial Wisdom? A Potential Limit on AI in Law (and Elsewhere). SSRN Electronic 
Journal. https://doi.org/10.2139/ssrn.3350600 

Ellyca, & Wiryomartani, W. (2023). THE OBLIGATIONS AND LIABILITIES OF NOTARIES IN PROVIDING 
SOCIAL SERVICES IN ACCORDANCE WITH THE IMPLEMENTATION OF THEIR POSITIONS. Awang 
Long Law Review, 5(2), 587–591. https://doi.org/10.56301/awl.v5i2.791 

Esanova, Z. (2022). THE CASES RELATED TO THE LEGAL CAPACITY OF A CITIZEN: THEORETICAL 
ANALYSIS AND PRACTICAL RESULTS. Jurisprudence, 2(1), 75–83. 
https://doi.org/10.51788/tsul.jurisprudence.2.1./NRXQ3872 

Gordon, J.-S. (2024). Future Law, Ethics, and Smart Technologies. BRILL. 
https://doi.org/10.1163/9789004682900 

Hallevy, G. (2010). The criminal liability of AI entities - from science fiction to legal social control. Akron 
Intell. Prop. J., 4, 171. 

Insufficiency and Perfection of China’s Guardianship System. (2022). Academic Journal of Humanities & 
Social Sciences, 5(8). https://doi.org/10.25236/AJHSS.2022.050820 

Jarrahi, M. H. (2018). Artificial intelligence and the future of work: Human-AI symbiosis in organizational 
decision making. Business Horizons, 61(4), 577–586. 
https://doi.org/10.1016/j.bushor.2018.03.007 

Johnson, S. A. (2019). Technology Innovation and AI Ethics. Research Library Issues, 299, 14–27. 
https://doi.org/10.29242/rli.299.2 

Kareva, I. D. (2019). THE ASPECTS OF THE INCORPORATION AND TERMINATION OF LEGAL CAPACITY 
OF A LEGAL ENTITY. Juvenis Scientia, 11–12, 14–16. 
https://doi.org/10.32415/jscientia.2019.11-12.04 

Kašćelan, B., & Tošić, N. (2021). Aspect of the notarial function. Bastina, 54, 231–253. 
https://doi.org/10.5937/bastina31-31037 

Kirenci, M. (2018). NOTARY’S RESPONSIBILITY ON AGAINST THE LAW IN THE MAKING OF AUTHENTIC 
AGREEMENT. Jurnal Pembaharuan Hukum, 5(2), 147. https://doi.org/10.26532/jph.v5i2.3074 

Lee, R. (2019). The adult guardianship dilemma in Hong Kong. Trusts & Trustees. 
https://doi.org/10.1093/tandt/ttz101 

https://doi.org/10.1093/ijlit/7.3.191
https://doi.org/10.4337/9781788119900.00015
https://doi.org/10.1017/S1867299X00005729
https://doi.org/10.1007/s00146-015-0624-5
https://doi.org/10.1007/s13218-021-00705-x
https://doi.org/10.3389/fpsyg.2022.836650
https://doi.org/10.1007/s43545-021-00236-0
https://doi.org/10.2139/ssrn.3200802
https://doi.org/10.1017/S0020589320000366
https://doi.org/10.4236/blr.2022.133032
https://doi.org/10.2139/ssrn.3350600
https://doi.org/10.56301/awl.v5i2.791
https://doi.org/10.51788/tsul.jurisprudence.2.1./NRXQ3872
https://doi.org/10.1163/9789004682900
https://doi.org/10.25236/AJHSS.2022.050820
https://doi.org/10.1016/j.bushor.2018.03.007
https://doi.org/10.29242/rli.299.2
https://doi.org/10.32415/jscientia.2019.11-12.04
https://doi.org/10.5937/bastina31-31037
https://doi.org/10.26532/jph.v5i2.3074
https://doi.org/10.1093/tandt/ttz101


Zhaoxun et al.                                                                                                                                         Artificial Intelligence (AI) as Guardian 

 

20941 

 

Lim, J., Choi, J., & Lee, H. (2020). Measuring the Perceived Anthropomorphism of an AI Conversational 
Agent : Scale Development and Validation. Korean Journal of Journalism & Communication 
Studies, 64(4), 436–470. https://doi.org/10.20879/kjjcs.2020.64.4.012 

Limaye, A. (2017). Friend or Foe: Legal Rights of AI. BC INTELL. PROP. & TECH. F, 1. 
Liu, H. (2019). The Denial of Legal Personality of AI and Its Legal Regulation Concept. Beifang Law Review, 

13, 11. 
Mikhaylova, E. v. (2023). Notarial Acts as a Means of Protection of Rights of the State. Notary, 2, 9–13. 

https://doi.org/10.18572/1813-1204-2023-2-9-13 
Novelli, C. (2022). AI and Legal Personhood: A Theoretical Survey. Retrieved from 

https://doi.org/10.48676/UNIBO/AMSDOTTORATO/10392 
Nwakasi, C., & Restorick Roberts, A. (2018a). CHALLENGES OF ADULT GUARDIANSHIP. Innovation in 

Aging, 2(suppl_1), 525–525. https://doi.org/10.1093/geroni/igy023.1940 
Nwakasi, C., & Restorick Roberts, A. (2018b). CHALLENGES OF ADULT GUARDIANSHIP. Innovation in 

Aging, 2(suppl_1), 525–525. https://doi.org/10.1093/geroni/igy023.1940 
Petersen, S., Houston, S., Qin, H., Tague, C., & Studley, J. (2016). The Utilization of Robotic Pets in Dementia 

Care. Journal of Alzheimer’s Disease, 55(2), 569–574. https://doi.org/10.3233/JAD-160703 
Prabhakaran, V., Mitchell, M., Gebru, T., & Gabriel, I. (2022). A Human Rights-Based Approach to 

Responsible AI. Retrieved from https://doi.org/10.48550/ARXIV.2210.02667 
Sarker, I. H. (2022). AI-Based Modeling: Techniques, Applications and Research Issues Towards 

Automation, Intelligent and Smart Systems. SN Computer Science, 3(2), 158. 
https://doi.org/10.1007/s42979-022-01043-x 

Solaiman, S. M. (2017). Legal personality of robots, corporations, idols and chimpanzees: a quest for 
legitimacy. Artificial Intelligence and Law, 25(2), 155–179. https://doi.org/10.1007/s10506-
016-9192-3 

Taofik, T., & Kusriyah, S. (2022). The Role of Notaries in Problem Solution of Inheritance Rights. Sultan 
Agung Notary Law Review, 3(4), 1463. https://doi.org/10.30659/sanlar.3.4.1463-1471 

Tripathi, S. (2021). Artificial Intelligence (pp. 1–16). https://doi.org/10.4018/978-1-7998-3499-1.ch001 
Usmonova, M. (2021). DESCRIPTION OF LEGAL CRITERIA ENSURING THE NORMAL STATE OF 

PARTICIPATION OF AN INDIVIDUAL IN CIVIL RELATIONS. Jurisprudence, 1(3), 46–53. 
https://doi.org/10.51788/tsul.jurisprudence.1.3./NVJC2529 

Wang, L., Liu, Z., Liu, A., & Tao, F. (2021). Artificial intelligence in product lifecycle management. The 
International Journal of Advanced Manufacturing Technology, 114(3–4), 771–796. 
https://doi.org/10.1007/s00170-021-06882-1 

Wang, L. (2020). New challenges to civil law in the era of AI. Eastern Jurisprudence, 3, 6. 
Wojtczak, S. (2022). Endowing Artificial Intelligence with legal subjectivity. AI & SOCIETY, 37(1), 205–

213. https://doi.org/10.1007/s00146-021-01147-7 
Xu, Z. (2018). On the instrumental personality of intelligent robots. Law Review, 36(5), 162. 
Yan, Z. (2023). HELPING SENIORS AGING IN PLACE: ADULT GUARDIANSHIP AND ITS ROLE IN GERIATRIC 

SOCIAL WORK PRACTICE IN CHINA AND JAPAN. Innovation in Aging, 7(Supplement_1), 901–901. 
https://doi.org/10.1093/geroni/igad104.2898 

Yang, Lixin. (2018). Artificial Personhood: Civil Law Status of Intelligent Robots—Also on Civil Liability 
for Harm Caused by Intelligent Robots. Qiu Shi Academic Journal, 45(4), 84-96. 

Yongping, X., & Hongman, Q. (2019). The Latest Developments of Guardianship Legal Issue in China. 
American International Journal of Social Science, 8(1). https://doi.org/10.30845/aijss.v8n1p6 

Yuan, Z. (2017). AI Limited Legal Personality Examination. Eastern Jurisprudence, 5, 8. 
Zhu, X. (2023). Interpretation of Exercising Rights to Rescind Voluntary Guardianship Agreements under 

the Chinese Civil Code. Legal Science in China and Russia, 5, 128–140. 
https://doi.org/10.17803/2587-9723.2022.5.128-140 

https://doi.org/10.20879/kjjcs.2020.64.4.012
https://doi.org/10.18572/1813-1204-2023-2-9-13
https://doi.org/10.48676/UNIBO/AMSDOTTORATO/10392
https://doi.org/10.1093/geroni/igy023.1940
https://doi.org/10.1093/geroni/igy023.1940
https://doi.org/10.3233/JAD-160703
https://doi.org/10.48550/ARXIV.2210.02667
https://doi.org/10.1007/s42979-022-01043-x
https://doi.org/10.1007/s10506-016-9192-3
https://doi.org/10.1007/s10506-016-9192-3
https://doi.org/10.30659/sanlar.3.4.1463-1471
https://doi.org/10.4018/978-1-7998-3499-1.ch001
https://doi.org/10.51788/tsul.jurisprudence.1.3./NVJC2529
https://doi.org/10.1007/s00170-021-06882-1
https://doi.org/10.1007/s00146-021-01147-7
https://doi.org/10.1093/geroni/igad104.2898
https://doi.org/10.30845/aijss.v8n1p6
https://doi.org/10.17803/2587-9723.2022.5.128-140

